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Report on the DAQ and GDN Activities

Ho e

Activities on Front End Readout

0 Calorimeter readout a la CALICE

0 KPIX readout

0 Silicon readout (SILC, Vertex)
Activities on DAQ architecture

0 CALICE DAQ
0 SiD DAQ
0 SIiLC DAQ
GDN activities and experience

ATCA for physics detectors and accelerators
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Front End Readout Activities

O
Tuesday 18 November 2008

LCWS: Data Acquisition and Global Detector Network - SCE 613 (08:30-10:10)
- Conveners: Eckerlin, Gunter; Yasu, Yohsiji: Haller, Gunther

time title presenter

08:30 Status of the CALICE DAQ system BARTSCH Valena

08:30 Front end electronies R for the CALTCE/EUDET calormmeters Dy. COEMAT, Ferm Jean WNoel
09:10 |SiD ECAL/HCAL Tracker system uwsing KPI HEEBST, Eyan

09:30 Silicon Tracking DAQ Dr. SAVOY-NAVARRO, Aurore
09:30 5iD) BeamCal front-end electronics

LCWS5: Data Acquisition and Global Detector Network - SCE 613 (16:00-15:00)
- Conveners: Eckerlin, Guater; Yasu, Yohsiji: Haller, Gunther

time title presenter

16:00 Fast and reasenable Installation, Experience and Acceptance of a Remote Control KARSTENSEN, Sven
Foom:

16:20 SiD ATCA DAQ System WEAVER. Matt

16:40 5iD DAQ System Architectme Dr. HALLER. Gunther

17-00 ATCA Workshop Report LARSEN, Raymond
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Front End Readout
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The front-end ASICs : the ROC chips

“A front-end board in a chip”

{136 ch. 32mm? o :
i Common blocs, similar design

But flavored to a detector type

SKIROC

ECAL

(Si PIN diode)
36 ch. 20mm?

I LOWS'08, Chicago — Rémi Cornat

Read out : token ring
* Readout architecture common to all calorimeters

* Minimize data lines & powgf ¢ $
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Data bus I | I | I

Chip 0
Chip 1
Chip 2
Chip 3
Chip 4
. 1ms (.5%) .5ms (.25%) .Smsi.IE‘iﬁ-JA 199ms (99%) Y,
1% dM\de et : 99% ;:I\liﬂr cycle
@'- LOWS'08, Chicaga - Rémi Cornat !
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@L UL_ LCwS'08, Chicago — Rémi Cornat

In2p3

a la CALICE (remi cornat)

Worldwide Study of

the Physics and Detectors
e e

e e Colliders

Getting very close to real design
3 different ROC designs for AHCAL, DHCAL, ECAL
Common readout architecture for all calorimeters

homs

Huge R&D effort on all aspects of, eiectronlcs ‘I =
Driven by ILC constraints 7Z G -

Next step ‘ |

Demonstrate technical feaS|b|IIty “" e*‘""d |
Read-out electronics inside the détector %“%
“A front-end board in a chip” !’?;jr

Bring answers to
Compactness P
Power budget : power pulsed electronics
Small number of connections : serial buses
Long buses : signal integrity

Efficient methodology
Common components
Shared designs* 18
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KPIX Readout for SiD (rayn Herbst)

[ ] Wordwide Study of
. the Physics and Detectors
e e Colliders

Ho e

KPIX ASIC : multi channel chip for amplification, self triggering, digitizing and storage,
1024 channels, 2 gains, 2 thresholds, 4 hits per channel, 13 bit ADC, <20uW/ch (power cycling)
Applications for SiD ECAL, Tracker, HCAL and Muon detectors
Currently 64 channel prototype will go to 256 and then to 1024 channels
Tracker Muon (or HCAL)

Interface Board

* Cable provides command, clock, 64 1-cm RPC Strips \ Level 1 Concentrator
KPIX ASIC reset test trigger, data readout, With Xilinx FPGA
Bump Bonded ; Supporting Multiple
To Sanuar power & detector bias Cables
*  Smaller test sensors built to test Cable To
LVDS interference on sense strips Level 1
*  Testing planned for early CY2009 '

Fiber

Level 1 [4—

Level 1 Concentrator With Xilinx
FPGA Supporting Multiple Cables

64 Channel KPIX

Mounted In

Capton Cakle For Signal
& Power To Each KPIX

Hybrid Package
Or Wire Bonded

Cemmeon Cable

[}
Variable Length Cable

Depending On Location | Ped. subtracted strip sum | RPCsum

Entries 10605

E Mean 3407

- 300 ] RMS 2085
ECAL cosmic data | T constant  2.04756e+02
r 2 Hean 3,15671e+03

Capton Cable For Signal C B

&agtg\‘rler?roEEairrv Klgrl‘; Bmc.jﬂisusrgﬁw Cutout In Cable = 3 Sigma 1.77278e+03

from RPCs

I 0 0 @§m 0 o Oo o0 o0 @ e

E e A T e e S e "‘";_

1024 Channel A 100~

. KP'XT‘ZHS":‘SB;WE" Level 1 Concentrator n
~12 KPIX bump-bonded to detectors Supporiing Mdtple C
mounted to a cable Cables 0 [

nzn.ujluu\ i

L ! e
0 2000 4000 6000 8000 10000
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Silicon tracking Front End (aurore savoy-Navarro)
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Bias & Threshold Digital Control

Generator, — Bias, threshold, calibration, pipeline
Calibration control ...

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin

Worldwide Study of
the Physics and Detectors
e T
e e Colliders

L1 : on sensor
full readout on chip

Preamp + shaper
Pipeline

Self triggering

ADC

Digital storage
Input/output interface



DAQ System Architectures

O
Tuesday 18 November 2008

LCWS: Data Acquisition and Global Detector Network - SCE 613 (08:30-10:10)
- Conveners: Eckerlin, Gunter; Yasu, Yohsiji: Haller, Gunther

fime _title DIesenier

08:30 Status of the CALICE DAQ system BARTSCH, Valena

08:50 Front end electronics E. for the CALICE/EUDET calorimeters Dy, CORIMAT. Femu Jean INoel
09:10 SiD ECAL/HCAL Tracker system using KPIX HEFEBST, Eyan

09:30 Silicon Tracking DAQ Dr. SAVOY-NAVARRO, Aurore

09:50 5iD Beam(Cal front-end electronics

LCWS5: Data Acquisition and Global Detector Network - SCE 613 (16:00-15:00)
- Conveners: Eckerlin, Guater; Yasu, Yohsiji: Haller, Gunther

time title presenter

16:00 Fast and reasenable Installation, Experience and Acceptance of a Remote Control KARSTENSEN, Sven
Foom:

16:20 5iD ATCA DAQ System WEAVER. Matt

16:40 5iD DAQ System Architecture Dr. HALLER, Gunther

17-00 ATCA Workshop Report LARSEN, Raymond

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 7



DAQ a la CALICE (vaeria Bartsch)
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DAQ architecture

Detector Unit: ASICs

interface for system.
DIF: Detector InterFace connects

Generic DAQ and services

. . ODRs (or LDAs)
LDA: Link/Data Aggregator — fanout/in

DIFs and drives link to ODR

ODR: Off Detector Receiver — PC

CONTROL PC: DOOCS GUI (run-

control)
Detector
. 50-150 .,\DIF ’
g 1-3Gb Fibre _ Mbps ; Unit
o) D= N HDMI
oz == LDA . Detector
Ll E::_blmg::; DIF Unit
Detector
& Unit
¢
o Detector
<~ |DIF Unit

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin

CCC: Clock & Control Card: Fanout to

Detector

Worldwide Study of

the Physics and Detectors
o T

e e Colliders

Full DAQ architecture

from detector front end
to storage

Objectives :

use commodity hardware

as generic as possible
standard protocols/interfaces
scalability

flexibility

goal is to be ready by 2009



SiD DAQ Architecture (unther Haller)
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KPIX Asic
Connected
To
Application
Specific
Detector

Inside Detector
Attached To Or
Close To Sensor

Inside Detector

Digital &
Fower

Concentrator

—P
-

Level 1

Board

Inside Detector, fan-in

of several front end

data sources

Fiber

'y

Worldwide Study of

the Physics and Detectors
- for Future Linear

e e Colliders

On Top Of Or Next To Detector

Level 2 Fiber
Con Bcg ;:;ator | ATCA
DAQ e
Boards

Sub-system specific,
still inside detector,
fan-in of several

concentrator 1 boards

Sub-System Mean # Hits/Train #of bytes/hit at Bandwidth (bits/sec) (5 trains/sec)
level 0

Tracker Barrel 27107 18* 156G

Tracker Endcap 8*10° 18* 686G

EM Barrel 47107 8 13G

EM Endcap 6107 8 20G

HAD Barrel 27107 8 686G

HAD Endcap 4710° 8 1.3G

Muon Barrel 1102 8 32M

Muon Endcap 1*10° 8 32M

Vertex 10M (dominated by layer 1)

LumCal/Beam(Cal tbd tbd

Total ~60G

total bandwidth : 60Gbit/sec

LCWS2008, UIC, Chicago, November 2008

3 Ghits/sec PGP
fiber links

F_

TRK Barrel

s

TRKEC

EM Barrel

F‘

EMEC

=y
o

HAD Barrel

'!

HAD EC

Muon Barrel

|

Muon EC

VXD Barrel

|

IS

VXD EC

Online
Farm/Storage

XPIX on or close to sensor
L1 Control/Concentrator
L2 Concentrator if needed
ATCA based DAQ

2-3 ATCA crates
2RCE's >
1RCE’s

]
2RCE's
3 RCE’s .
1RCE’s
e
s 10G
HRCES Ethernet
1RCE’s .
—bl 1RCE’s
1RCE’s
1RCE’s
1RCE's >

-

CIM
8
e T Switch || Online
Farm/
Storage
1" RCE’s for
Event-
Building

full readout into 2-3 ATCA crates
probably at least 1 per subsystem (partitioning)

G. Eckerlin
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Silicon tracki ng DAQ (Aurore Savoy-Navarro)
] e Phosics and Detectors
il _— ——— Y

HO s
Si Tracking DAQ architecture into 3 Levels EIEEERLOEW k)
for silicon strip trackers

L 1: chip on sensor,

Full read out chain in a

single chip (A/D, zero
e RutLs )l L1 : on sensor

full readout on chip

again same approach :

L2: on detector sides,

| daisy chaining chips _
information from chips, L2 : on/ nef_ir detector _

buffering, preprocess, concentratlng/ processing

interface/outside world

L3: in control room, L3 off detef:tor- _
el REvaiGEM  online tracking including
SecmadEEnS W= combining with other detectors
Combine with Information from
other sub-detectors, handling

slow control for all Si TrK system
b

On-detector
*—————_____.

b

Control Room

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 10



GDN Activities and Experience

. Worldwide Study of
l the Physics and Detectors
e e
e e Colliders

O
Tuesday 18 November 2008

LCWS: Data Acquisition and Global Detector Network - SCE 613 (08:30-10:10)
- Conveners: Eckerlin, Gunter; Yasu, Yohsiji: Haller, Gunther

time title presenter

08:30 Status of the CALICE DAQ system BARTSCH Valena

08:30 Front end electronics R for the CALICE/EUDET calormmeters Dw. CORINAT. Fem Jean Noel
09:10 SiD ECALHCAL Tracker system nsmg KPIX HERB5T. Eyan

0930 Silicon Tracking DAQ Dr. SAVOV-NAVARRO, Aurore

09:50 5iD Beam(Cal front-end electronics

LCWS5: Data Acquisition and Global Detector Network - SCE 613 (16:00-15:00)
- Conveners: Eckerlin, Guater; Yasu, Yohsiji: Haller, Gunther

time title presenter

16:00 Fast and reasenable Installation, Experience and Acceptance of a Remote Control KARSTENSEN, Sven
Foom

16:20 SiD ATCA DAQ System WEAVER. Matt

16:40 5iD DAQ System Architectme Dr. HALLER. Gunther

17-00 ATCA Workshop Report LARSEN, Raymond

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 11



CALICE GDN experience (sven Karstensen)

[ ) Worldwide Study of
l the Physics and Detectors
- for Future Linear
e e Colliders

Ho e

2 / s—,:.‘%‘
CALICE at Fermilab CALICE Control Room at DESY \
Confro' SVSiem - . i Conference Svsfem GAESS AT 5

i # =

Ta] = i,;_.:-. = S = B
e = :; P
£ | { ﬂ in

=== T g L | a Polycom conferencing| —
e = E - 1 ' " | | system s installed in the -

- : * | | cALicE control room at
2 FNAL to have an easy %

ECAL HCAL | possibility fo e :

Control COnsoIe ‘ Conference Sys‘tem

Aﬂﬁz:ts SlowConfrol SlowControl D’iﬁuls AR cominichic J I | B -
H " " .3 I | The Mﬂrpcl'ﬂ of the Fermilab ference d'nbm |
Windows Linux : ] . R L I Two DESY standard computers on the client site, each with 4 un iw it Stiieliniinabd e B

Monitors and a Java enabled browser - that's all. | | S e mcsingine iiuee

|

The control system contains all parts l
to drive and steer the CALICE
experiment, which subsisted out of the

three detector parts ECAL, HCAL and 1 "
Tailcatcher. Each system has it's own This does alse mean, if an other person aor i

slow confrol but all systems are ( ) _ | Institute want fo get control of the CALICE
conflated within the DAQ system. Portal 1 Portal 2 i : | experiment, a single hitps connection is — *

| The idea behind this simple structure is also simple: we infegrated all | e —— S
| intelligence and communication hard and software on the Fermilab site. No | | // Control Room 1
| special knowledge is necessary, apart from . L]}
| how to install @ compuler and use it, to
| make a connection to the CALICE confrol
| system at Fermilab. IS R

Confrol Room Test Bearn Alea Tail Catcher
T =g "

| i Observation System

e | o ||l & s | necessary. |
equipped with a secure webserver and ] ‘r | 1 cases of doubt, web PCﬂ:‘I PCnh?
ingle sign on identificafion system, I F based remote controled | Wi Wi
which is alsa connected to the | ‘ i E cameras are used | browser browser ; i w Sl semad I sldm domeich :
E— —_— 1 pmper ue as asa ing

kerberized Fermilab network.

| : \ FHES SR ) | ISl e Y,

. ' 3603 1 {8080 & . e p—
| 22fcp 443 fop [ 443 ?cp cp) cp ‘w—ﬂ Ttop_Jee{_top ) (3603 1cp}

Remote operation of CALICE test beams at CERN and FNAL :

dedicated ROC at DESY with : 2 PCs 4 screens each and a Video Confernecing system

control via internet using : HTTP, Sun Secure Desktop

communication via internet using ESnet and WEBcams with HTTP interface (remote controlled)
Successfully used for Test beams

Not shown at this workshop (but worth to note):

CMS just finished 4 weeks of cosmic running with remote DQM shifts done from the

CMS ROCs at CERN, FNAL and DESY

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 12



ATCA for Detectors and Accelerators

HO s
Tuesday 18 November 2008

LCWS: Data Acquisition and Global Detector Network - SCE 613 (08:30-10:10)
- Conveners: Eckerlin, Gunter; Yasu, Yohsiji: Haller, Gunther

time title presenter

08:30 Status of the CALICE DAQ system BARTSCH Valena

08:30 Front end electronics R for the CALICE/EUDET calormmeters Dw. CORINAT. Fem Jean Noel
09:10 SiD ECALHCAL Tracker system nsmg KPIX HERB5T. Eyan

0930 Silicon Tracking DAQ Dr. SAVOV-NAVARRO, Aurore

09:50 5iD Beam(Cal front-end electronics

LCWS5: Data Acquisition and Global Detector Network - SCE 613 (16:00-15:00)
- Conveners: Eckerlin, Guater; Yasu, Yohsiji: Haller, Gunther

time title presenter

16:00 Fast and reasonable Installation, Expenience and Acceptance of a Remote Contrel EARSTENSEN, Sven
Foom:

16:20 SiD ATCA DAQ System WEAVEE, Matt

16:40 51D DAQ System Architecture Dr. HALLER, Gunther

17:00 | ATCA Workshop Report LARSEN, Raymond

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 13



SiD ATCA DAQ SyStem (Matt Weaver)

-"P—
H —

S L AC Particle Physics & Astrophysics

Abstract HEP Data Acquisition System

Worldwide Study of

the Physics and Detectors
e e

e e Colliders

S LAC Particle Physics & Astrophysics WG, oy e

RCE board + RTM (Block diagram)

Detector Dataflow

DAQ architecture

= Analog shaping = Feature Extraction -
- Digitization - Compression -
- Transmission - Re-formatting -

~ Trigger pipeline buffering
— Charge injection

Event buffering
Aggregation

Reception & Transmission
Protocol conversion

S I_ AC Particle Physics & Astrophysics
SiD DAQ continued...

Front-End E i \ Back-End Systems
: :\&\
emphasis is on this
component

High-Level Triggering

Event-Building
Archival

Data Quality Assurance

X
o

RCE

ATCA board diagram

Fiber-optic transceivers

L, Payload RTM

SLAC Particie Physics & Astrophysics Zo‘: i

RCE board + RTM

EMCal
(super’™-) concentrators.

Cluster
Element One ATCA crate
16 slements
8 RCE boards
Cluster 2 ¢l boards
Interconnect 1.6 Goyrestrain

5 Goytesisec

Possible ECAL DAQ ]
with 1 ATCA crate

LCWS2008, UIC, Chicago, November 2008

realization

Media Slice

500 Meytes'ser controller

Media Carrier
with flash

G. Eckerlin 14



2"d ATCA Workshop for Physics (ray Larsen)
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Contributed Paper Talks

TC4-1: Evaluation and
Developments of xTCA for a
Large Accelerator

K. Rehlich, DESY

TC4-2: LLRF Control System
based on ATCA for the European
X-FEL

T. Jezynski, University of Lodz

TC4-3: Interfaces and
Communication Protocols in
ATCA-based LLRF Control
Systems

D. Makowski, University of Lodz

TC4-4: ATCA-based Control
System for Compensation of SC
Cavities Detuning using
Piezoelectric Actuators

K. Przygoda, University of Lodz

— .

2008 NSS-MIC Dresden N57-6
R.S. Larsen

October 23, 2008

LCWS2008, UIC, Chicago, November 2008

TC6-1: Redundant Controller
Configuration Software for ATCA
System at STF/KEK

A. Kazakov, SOKENDAI, Tsukuba

TC6-2: Design and Implementation of
FPGA-Based Compute Node for the
PANDA Experiment

A. Liu, Chinese Academy of Science

TCB6-3: Application of SysML for
Design ot ATCA- Based LLRF System
M. Greki, DESY

TC6-4: Analog and Digital Signal
Distribution in ATCA Crate for LLRF
System for EU-XFEL

K. Czuba, DESY

TC6-5: Prototype AdvancedTCA
Carrier Board with Three AMC Bays
A. Zawada, DESY

o

G. Eckerlin

Worldwide Study of
the Physics and Detectors
- for Future Linear
e e Colliders

2 days workshop
IEEE NSS-MIC
Dresden Oct. 2008

Industry tutorials

Design experience
Physics Standards
Industry Demonstrations

Contributed papers
(from Labs and Industry)

7 Industry presentations

8 talks on accelerator
and detector applications

15



2"d ATCA Workshop for Physics (ray Larsen)
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»« Physics Standards Requirements

 Hardware — Robert Downing
— XTCA platform has many advantages for physics

— Propose developing down selection options into an
XTCA Physics Profile

— Follow SCOPE methodology, Gap Analysis

— Candidate areas to narrow choices:
* Protocols — Ethernet & PCle

» Rear |O for ATCA, AMC; designhate AMC extra lanes for |0;
possible options with stacking connectors

Recommend IO connectors — copper, fiber, high BW
Recommend board interconnect, routing design rules
Cooling options for crates, rear transition area (RTM), racks

Redundancy options to optimize to application

— High BW, throughput for concentrated DAQ vs. low BW, long
distance contro[s networks :

"‘W
2008 NSS-MIC Dresden N57-6
October 23, 2008 R.S. Larsen

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin

Worldwide Study of

the Physics and Detectors
- for Future Linear

e e Colliders

Proposal to define a
XTCA physics profile

Protocols

Read I/O

Connectors

Cooling (crates, racks)

Draft document available

16



2"d ATCA Workshop for Physics (ray Larsen)

.’ Worldwide Study of

| P_ _% the Physics and Detectors
. e

ATCA considered

s Standards Collaboration e

Discussion detector for DAQ
and controls

* Possibility of forming XTCA for Physics Working Groups
under PICMG, SAF and SCOPE presented (R. Larsen)

Many real issues identified, need addressing if labs to achieve We may need to
useful level of interoperable hardware-software-firmware adjust or down select

Sncalc oo standard to our needs
Standards participation by labs encouraged

Fees for lab modest to none )

Draft xTCA Profile for Physics document reviewed If you are interested
Audience encouraged to consider supporting, collaborating contact Ray Larsen
Possible Physics WG Model block diagram is attached or come to the

* Follow-up next workshops :
— Develop interest group mailing list

— Collaborate on planning future tutorials, workshops May 09, IEEE RT Bejing

— |Investigate web tools for meetings
? ? Summer 09, Europe (TBD)
- 2?63 NSS-MIC Dre;&en N57-6. - _ OCt 09, NSS'M IC Orlando

October 23, 2008 R.S. Larsen

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 17



Personal Remark

[ ) Worldwide Study of
' the Physics and Detectors
- for Future Linear
e e Colliders

Hom

[]

[]

[]

[]

[]

[]

Front end of technical prototypes get closer to ILC design
Well advanced front end designs for CALICE/EUDET, SiD and SiLC

Encouraging to see common interfaces & standards for different detectors

Well advanced DAQ architecture have been developed

All have similar approach : on/near sensor chips, on detector concentrator

Examples of ATCA based DAQ systems look promising

Still to be done

address further common issues (calibration, commissioning, detector ctrl)

need to think about online data formats (offline software expects LCIO)

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 18
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Thank you !

G. Eckerlin

for Future Linear
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Backups

G. Eckerlin
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ILC Calorimeter DAQ (vakeria Bartsch)

[ ] Wordwide Study of
l the Physics and Detectors
- — T
e e Colliders

Ho e

Event building/
DAQ SOftware seTegtin;;stn;I:age
Off Detector Receiver E— 31 t
-outside detector
ODR
( ) ‘I‘ Opto-Links
1 <Control
1 |Clock Data
I |Configure
Link Data Aggregator = LDALirkd
- ata-aggregator
(LDA) S
Detector Interface % pir || DI \D[:u:t
=] 5
(DIF) 2 aterface)
| Ol 9
Detector Unit ! 9|4

e

Preparing for the technical prototype within EUDET in ?009

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin



EUDET DAQ will use DOOCS (slide from ECFA WS, Tao Wu)
e

;’P—

Ho e

Application layer

Communication

Middle layer

Device layer

Software Libs

N

Sun/Linux Cluster

N

Object Oriented Application Program Interface

RPC  |Shared Mem|  TINE | CA

server

Hardware (supporied and developed

Software development and code base
Computer Infrastructure

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin

The Distributed
Object Oriented
Control System
will also be used
for XFEL

Control and DAQ.

22



2"d ATCA Workshop for Physics (ray Larsen)

[ ] Wordwide Study of
l the Physics and Detectors
I o T
, e e Colliders

—y

e Y Many ATCA solutions

RICP, sNup, cul - System

JoU z; Manager from IndUStI‘y .

S 5 _u_//"‘/

both hardware and software

MTC5070/71

CLI for | ocal fyccess MicraTCA Flatform

via Serial Port

Computer

powerBridge ‘ NATBMGH Dy NAT. ; -}‘

Min e il Change MCH Configuration

Home

‘Show MCH Configuration

Changs MCH Coafiuration

Port basid VIAN SeSLgs

AN MCH global parameter
X Many
s

|Managec FRUE, raprecenisd by tha.
|Bcive cnelf manager at PME Sxz

|

)

| =

!_"L'_| = I__| !_"L'_| !_J' = F'J"_'\
. ...
| || i i1 E i
! | il a8 B i
Pemn | DR IEE LeE G oEm
e
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2"d ATCA Workshop for Physics (ray Larsen)

. Worldwide Study of
l the Physics and Detectors
e e
e e Colliders
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Geographical Layout of RF Stations ATCA for XFEL

y o)
/ HEEE 8y \
— HHE ing
AdvanceaT l.'ll' RSRSkEkS ; Vi
I[ADcT Al ADC N é
[ AancTapclanc [N g5
I aDc] ADC[ADC % § § §
ey il
isﬁﬁgﬁs [MCH|[CPU | ADG | ADC | ﬂ
Timing Kly Intg
\ ATCA and uTCA Crates to Control one RF Section of the XFEL /

From Kay Rehlich talk o ;f;(o

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 24



SiD ATCA DAQ SyStem (Matt Weaver)

Ho

S LAC Particle Physics & Astrophysics Zo‘:T Rk f Sicinon BIOCk d|ag Fam Of the RCE
(Reconfigurable) Cluster Element (RCE)

.P!'(.)CESSOTI
. 450 MHZ PPC-405
< _data _instruction <
Memory Subsystem Configuration Core
reset & bootstrap :I‘ 512 MByte RLD-II 128 MByte Flash
options | y g 0 T
Data Exchange Interface (DEI) |
Resources
Combinatoric logic MGTs DSP tiles
*  Bundled software; +  Bundled software: +  Class libraries (C++) provide:
— GNU cross-development - bootstrap loader — DEl support
environment (C & C++) — Open Source kernel (RTEMS) - configuration interface
— remote (network) GDB +  POSIX compliant interfaces
debugger + . standard I/P network stack

— network console

exception handling support

LCWS2008, UIC, Chicago, November 2008 G. Eckerlin 25



SiD ATCA DAQ SyStem (Matt Weaver)

[ ] Wordwide Study of
l the Physics and Detectors
- — T
e e Colliders

Ho

SLAC Particle Physics & Astrophysics &) Offce of Science Front End Interface

Front-end Interface Example for SiD ECAL

G FPGA

Transmit [+~
‘Interface >

igaeE -~ Dep
Interface = protocol
i e e
Register [«
Interface |-
} reset request
Clock/Reset generator
FEE logic Front-End Board = ror
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