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Overview 

Physics Performance Benchmarking   

Detector Performance Benchmarking 

Algorithm Performance Benchmarking 

Full Simulation and Reconstruction 

More than 50 million events produced 
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Software Tools 

ILD members brought with them two fully developed software frameworks:  
   1) the JSF Framework used to develop the GLD concept 
   2) the Mokka – Marlin Framework used to develop LDC 
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Software Tools 
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Software Tools 

LCIO was a real 
success story 
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Input to Detector Optimisation 

The maturity of the 
detector descriptions 
within both these  
frameworks allowed for 
studies to investigate the 
parameter space, e.g. B 
and R, needed for 
Detector Optimisation. 
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Input to Detector Optimisation 

In preparation for the LOI 
such studies were presented 
in detail at the ILD workshop 
in Cambridge, September 
2008 
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Input to Detector Optimisation 

just a few examples … 
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ILD Software Reference Model 
PHYSICS PERFORMANCE

FIGURE 3.1-1. The ILD 00 detector model as implemented in Mokka. From the inside to the outside, the
detector components are the: VTX, SIT, TPC, SET, ECAL, HCAL and Yoke. In the forward region the
FTD, ETD, LCAL, LHCAL and BCAL are shown.

Most of the subdetectors in the ILD 00 model have been implemented including a sig-
nificant amount of engineering detail such as mechanical support structures, electronics and
cabling as well as dead material and cracks. This provides a reasonable estimate of the mate-
rial budget and thus the effect of multiple scattering in the tracking detectors; it is also crucial
for a realistic demonstration of particle flow performance. In the simulation, the vertex de-
tector has a staggered layout of six 50 µm thick silicon ladders and corresponding support
structures. The additional silicon tracking detectors, FTD/ETD (forward Si tracking) and
SIT/SET (inner and outer Si tracking), are modelled as disks and cylinders respectively. The
material thicknesses for these detectors give the effective radiation lengths listed in Table 4.2-
3. The TPC model includes the material in the inner and outer field cage, this corresponds
to a total of 4.5 % X0 including the drift gas mixture. The hits from charged particles were
simulated according to an end-plate layout with 224 rows of pads, 1mm wide and 6 mm high.
The ECAL simulation includes the alveolar structure and also the dead regions around the
silicon pixels and between the modules. The HCAL simulation include steel and aluminium
support structures which result in dead regions. The energy response of the scintillator tiles
was corrected according to Birks’ law. The simulation of the forward region includes realistic
support structures and the shielding masks. All subdetectors are enclosed by a dodecagonal
iron yoke, instrumented in the simulation with ten layers of RPCs. The superconducting coil
and cryostat are simulated as a 750 mm thick aluminium cylinder, corresponding to 1.9λI .

All events are reconstructed using the Kalman-Filter based track reconstruction in Mar-
linReco, the PandoraPFA particle flow algorithm and the LCFIVertex flavour tagging. The
flavour tagging artificial neural networks (ANNs) have been trained using fully simulated
and reconstructed ILD 00 MC events. The boost resulting from the 14mrad crossing angle
is taken into account in the analyses that use BCAL hit distributions as an electron veto.

26 ILD - Letter of Intent
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Software Choices 

Given the limited 
amount of time 
and the number of 
events required 
the Mokka – Marlin 
chain was used for 
the central 
simulation and 
reconstruction of 
the LOI physics 
benchmark 
samples 
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Software Choices 

Given the limited 
amount of time 
and the number of 
events required 
the Mokka – Marlin 
chain was used for 
the central 
simulation and 
reconstruction of 
the LOI physics 
benchmark 
samples 

For the ”ILD Software Reference 
Model” only sub-detector models 
for which full reconstruction 
performance had been 
established were used. 
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Input Data – Generators 

ILD used the Standard Model background sample which was generated by 
SLAC and provided to all concepts.  

This included all 2 → 2, 4, 6 and some 8 processes in the e+e-, eγ, γγ channels 
generated via WHIZARD/OMEGA employing full matrix elements.  

PYTHIA was used for final state QED and QCD parton showering, fragmentation, 
and decay. 

Backgrounds arising from interactions between virtual and beamstrahlung 
photons were included via Guinea-Pig.  

Event samples were weighted to reflect the expected ILC baseline beam 
polarization configuration of Pe- =80% and Pe+=30%. 50 fb-1 was generated at 
500 GeV and weighted by a factor of 10, and a somewhat smaller sample was 
generated and appropriately weighted for a collision energy of 250 GeV 
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Input Data – Generators 

ILD used the Standard Model background sample which was generated by 
SLAC and provided to all concepts.  

This included all 2 → 2, 4, 6 and some 8 processes in the e+e-, eγ, γγ channels 
generated via WHIZARD/OMEGA employing full matrix elements.  

PYTHIA was used for final state QED and QCD parton showering, fragmentation, 
and decay. 

Backgrounds arising from interactions between virtual and beamstrahlung 
photons were included via Guinea-Pig.  

Event samples were weighted to reflect the expected ILC baseline beam 
polarization configuration of Pe- =80% and Pe+=30%. 50 fb-1 was generated at 
500 GeV and weighted by a factor of 10, and a somewhat smaller sample was 
generated and appropriately weighted for a collision energy of 250 GeV 

many thanks to the guys @ SLAC 
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GEANT4 Simulation 

Mokka v06-07-patch01 
Geant4 – version 9.1 patch 01 
LCPhysics physics list 
Geometry updated for IDAG Background Studies 
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Mokka 
A lot of effort made to include as much engineering detail as possible  
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Digitisation – Trackers 
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Digitisation – Calorimeters 

Takes SimCalorimeterHits converts to CalorimeterHits 

Converts simulated energy deposits in active layers into physical 
energy taking into account sampling fractions. 

Conversion factors calibrated using single particles scans. 

Different regions may use different conversion factors. 
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Reconstruction Software 



30 September 2009 Steve Aplin         ILD LOI Benchmark Simulation and Reconstruction 19 

Tracking 

PHYSICS PERFORMANCE

assumed for ILD, 150 BXs of beam-related background correspond to a voxel occupancy of
approximately 0.05 % (the TPC voxel size is taken to be 1 mm in the φ direction, 6mm in r
and 5 mm in z).

Figure 1.2-5 shows the TPC hits for a single tt event at
√

s = 500GeV overlayed with
150 BXs of pair-background hits. On average there are 265,000 background hits in the TPC,
compared to the average number of signal hits of 23100 (8630 from charged particles with
pT >1 GeV). Even with this level of background, the tracks from the tt event are clearly
visible in the rφ view. A significant fraction of the background hits in the TPC arise from
low energy electrons/positrons from photon conversions. These low energy particles form
small radius helices parallel to the z axis, clearly visible as lines in the rz view. These
“micro-curlers” deposit charge on a small number of TPC pads over a large number of BXs.
Specific pattern recognition software has been written to identify and remove these hits prior
to track reconstruction. (Whilst not explicitly studied, similar cuts are expected to remove
a significant fraction of hits from beam halo muons.) Figure 1.2-6 shows the TPC hits after
removing hits from micro-curlers. Whilst not perfect, the cuts remove approximately 99 %
of the background hits and only 3% of hits from the primary interation and the majority of
these are from low pT tracks. Less than 1 % of hits from tracks with pT >1 GeV originating
from the tt event are removed.

This level of background hits proves no problem for the track-finding pattern recognition
software, as can be seen from Figure 1.2-7. Even when the background level is increased by a
factor of three over the nominal background no degradation of TPC track finding efficiency
is observed for the 100 events simulated. This study demonstrates the robustness of TPC
tracking in the ILC background environment.

These conclusions are supported by an earlier study based on a detector concept with
B = 3.0 T, a TPC radius of 1.9 m and TPC readout cells of 3 × 10 mm2. This earlier
study used a uniform distribution of background hits in the TPC volume, but included a
very detailed simulation of the digitised detector response and full pattern recognition is
performed in both time and space. The TPC reconstruction efficiency as a function of the
noise occupancy is presented in Section ??; there is essentially no loss of efficiency for 1 %

FIGURE 1.2-5. The rz and rφ views of the TPC hits from a 500GeV tt event (blue) with 150 BXs of
beam background (red) overlayed.

6 ILD - Letter of Intent



30 September 2009 Steve Aplin         ILD LOI Benchmark Simulation and Reconstruction 20 

Tracking 
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Flavour Tagging 
LCFIVertex flavour tagging uses Artificial Neural Networks to 
discriminate between jets of different quark flavour. 

The ANN’s were trained using samples consisting of 150k 
events Z → qq at the Z pole equally distributed among the three 
decay modes q=b,c and light quarks 

Test samples of 10k events Z → qq at √s = 91 GeV and s=√500  
were then used to evaluate the ILD flavour tagging performance 
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Particle Flow 

The PandoraPFA package is currently the 
most sophisticated and highly performing 
particle flow algorithm available. 

One of the key outcomes of which has 
been its demonstration of the performance 
of PFA at s = √1TeV 
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Production – Grid 

Over 50 Million events fully simulated and 
reconstructed 

Producing > TB of Data 

Over 350k Grid jobs 

Production done at  
only a handful of sites 
DESY, Lyon, LAL … 

Data sets published  
to users (also in  
combined DST’s)  
via DB as it became  
available  
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Production – Grid 
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Production – Grid 
Production suite grown organically from from 
prototyping …  

Based on bash scripting and mysql 
bookkeeping 

Just in time development  

Hard lessons learnt  
are being invested  
into new production 
system  
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Summary 

Strategic decisions concerning software, taken long before the LOI process 
appeared on the horizon, have allowed a very considerable amount of work to be 
done in a short time under a fair amount of pressure.   

Creating modular frameworks to work in, coupled with the provision of common 
software tools such as LCIO, allowed groups, as well as single authors, to 
contribute effectively to a complete, detailed and realistic software chain. 

Centralised production of Monte Carlo data still remains necessary to effectively 
utilise the computing resources offered by the GRID. Whilst solutions are at hand 
which may alleviate this, it remains a man power intensive procedure.   

Some form of testing and validation suite would have been invaluable. 

“The ILD efforts on simulating the physics benchmark processes have been impressive.” 
     IDAG Report on the Validation of Letters of Intent for ILC detectors 


