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Introductory Remarks
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MIP Calibration of SiW ECAL:  
Assign a standard energy scale to the electronic readout from the silicon active 
medium of each pad.

The Standard Energy Scale:  
Energy deposition of minimal ionizing muons, defined as a MIP. A constant  
for a given thickness of the material.

Following previous works done by:  
Goetz Gaycken, Marcel Reinhard 

Calibration Constants:  
1 MIP= ? ADC counts, for each pad. 
Extract by a fit using a convolution of Landau with Gaussian,
where the Landau MPV gives the calibration constant.
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Experimental Conditions
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Data Samples: 
Muon data triggered with 20x20 scintillator counter, July 2008 FNAL
About 520k events after reconstruction.

Triggers: 
1) 20x20 : For muon calibration runs, and electron runs 
2) 10x10&Cerenkov : For low energy pion runs, 
                                     a) large fraction of electrons in low energy beams
                                     b) Cerenkov for e/pi discrimination 
                                     c) Cerenkov signal is slow, since it is far upstream

27. Passage of particles through matter 5
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Figure 27.3: Mean energy loss rate in liquid (bubble chamber) hydrogen, gaseous
helium, carbon, aluminum, iron, tin, and lead. Radiative effects, relevant for
muons and pions, are not included. These become significant for muons in iron for
βγ >∼ 1000, and at lower momenta for muons in higher-Z absorbers. See Fig. 27.21.

Eq. (27.1) may be integrated to find the total (or partial) “continuous slowing-down
approximation” (CSDA) range R for a particle which loses energy only through ionization
and atomic excitation. Since dE/dx depends only on β, R/M is a function of E/M or
pc/M . In practice, range is a useful concept only for low-energy hadrons (R <∼ λI , where
λI is the nuclear interaction length), and for muons below a few hundred GeV (above
which radiative effects dominate). R/M as a function of βγ = p/Mc is shown for a
variety of materials in Fig. 27.4.

The mass scaling of dE/dx and range is valid for the electronic losses described by the
Bethe-Bloch equation, but not for radiative losses, relevant only for muons and pions.

For a particle with mass M and momentum Mβγc, Tmax is given by

July 24, 2008 18:04

Figure 5.1: Mean energy loss rate as a function of the momenta of muon, pion and
proton in liquid (bubble chamber) hydrogen, gaseous helium, carbon, aluminum, iron,
tin, and lead[5].

5.1 Data Samples918

The muon events that are used in the MIP calibration are recorded during the July919

beam test period of 2008 with energy of 32 GeV. The number of events that are recorded920

and successfully reconstructed is more than 520,000. These events are triggered with a921

20× 20 scintillator counter, which gives a full coverage of the surface of the active area922

of the prototype. The beam line setup of the 2008 FNAL beam test is given in Figure923

5.2.924
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in mm.
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Stability of Residual Pedestal
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After Pedestal Subtraction, the Stabilities of Residual Pedestals and Noise are checked: 
• Take the noise signals recorded by each pad.
• Fit with a Gaussian function for each pad : fitting range [-5σ, +σ]

•  mean of the Gaussian: the Residual Pedestal
•  sigma of the Gaussian: the Noise

5.2 Pedestal Subtraction908

In a first step, the pedestals are subtracted for these muon data with the procedure909

described in Section 4.3. Thereafter, the resulting residual pedestals and noises are910

checked for each pad. The checking takes the signals recorded by each pad without911

muon hit, i.e., pure electronic noises. They are fitted with a Gaussian function pad-912

by-pad, where the mean of the Gaussian is the residual pedestal and the width is the913

noise. This noise is later on referred as pedestal noise.914

Figure 5.3(left) and 5.4 show the fitted residual pedestal and pedestal noise as a915

function of pad index for the muon calibration data, which are uniform and stable over916

pads. The pad index is defined as917

Pad ID = 9× 36×K + 36× (3×Wx + Wy) + (6× Px + Py) , (5.1)

where K is the layer index in the z direction, Wx, y are the wafer indices in x and918

y directions, and Px, y are the pad indices of a wafer in x and y directions. All the919

indices are starting from zero, with the coordinates x, y, z defined in Figure 4.1(left)920

and 4.2(right).921
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Figure 5.3: Left: Residual pedestal as a function of the pad index (defined in Equation
5.1) for the muon calibration data. Right: Distribution of residual pedestal with each
entry representing a pad.
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Figure 5.4: Left: Pedestal noise as a function of the pad index (defined in Equation
5.1) for the muon calibration data. Right: Distribution of pedestal noise with each
entry representing a pad.

The resulting average residual pedestal over all channels is −0.058 ± 0.003 ADC922

counts for these muon data, with a standard deviation of 0.281 ± 0.002 ADC counts,923

as shown in Figure 5.3(right). While, the average pedestal noise is 5.930± 0.003 ADC924

46

Residual Pedestals
mean: 
-0.058±0.003 ADC
RMS:  
0.281±0.002 ADC

Noise
mean: 
5.930±0.003 ADC
RMS:  
0.330±0.002 ADC



Hengne LI @ LAL CALICE 2009, Lyon, France, Sep. 16, 2009

Muon Selection
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Muon Selection: 

1) A signal hit:  Response > 25 ADC counts

2) Fit to the hits as a straight line

3) Number of hits in the straight line must be greater than 10

4) Distance between two hits in consecutive layers must be less than 2 cm

counts, with a standard deviation of 0.330 ± 0.002 ADC counts, as shown in Figure925

5.4(right).926

5.3 Muon Selection927

The calibration constants are extracted for each pad using the the signal created by the928

muon hit. Since a minimal ionizing muon passes the ECAL as a straight line leaving a929

thread of hits in the pads it passed, a muon event is selected by requiring:930

• A fit to the hits as a straight line requiring the χ2/Ndf within 0 to 3;931

• The number of hits in the straight line must be greater than 10;932

• The distance between two hits in consecutive layers must be less than 2 cm.933

The resulting number of hits for each pad from the sample of selected muons is934

shown in Figure 5.5 as a distribution of all the pads. Within all the 9720 pads, there935

are 476 dead pads (4.9%) without any hit, while 9016 pads (92.8%) with number of936

hits more than 500. The pads with small number of hits are most located in the border937

regions of the active area, due to the non-uniform spacial spread of the muon beams.938
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Figure 5.5: Distribution of number of hits for each pad, each entry represents a pad.

5.4 Fitting939

For each pad, the calibration constant is determined by fitting the hit energy dis-940

tribution to a convolution of a Landau distribution with a Gaussian. The Landau941

distribution describes the energy loss of a charged particle passing through a thin layer942

of matter, where the most probable value (MPV) defines the calibration constant. The943

47

Statistics

Dead Pads: 476 (4.9%)

N hits less than 800:  1250 (12.9%)

N hits greater than 800: 7992 (82.2%)

Resulting Number 
of Hits for each Pad
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Fits
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Fit for each pad with a Convolution of 
Landau with Gaussian: 

- Landau MPV: the calibration constant

- Gaussian Sigma: the Noise (signal induced)

- Fitting Range: 25 to 78.5 ADC

Gaussian distribution describes the uncertainty of the detector response, where its944

sigma is taken as the noise. This noise is later on referred as signal induced noise to945

be distinct from the pedestal noise mentioned before. The fitting range is set to be946

between 25 and 78.5 ADC counts. A typical fitting of the hit energy distribution of a947

pad is shown in Figure 5.6, with the resulting calibration constant of 46.57±0.04 ADC948

counts and the signal induced noise to be 7.26± 0.73 ADC counts.949
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Figure 5.6: A typical fitting of the hit energy distribution of a pad to extract the
calibration constant. The fit function is a convolution of Landau with Gaussian. The
resulting calibration constant for this particular pad is 46.57± 0.04 ADC counts given
by the Landau MPV, while the signal induced noise is 7.26 ± 0.73 ADC counts given
by the Gaussian sigma.
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Figure 5.7: Left: Distribution of the statistical error of fitted Landau MPV for each pad.
Right: Distribution of χ2/Ndf for each pad of the fitting to the hit energy distribution.

The distribution of the χ2/Ndf of the fitting to the hit energy distribution for950

each pad is shown in Figure 5.7(right) . The average χ2/Ndf over all the pads is951

1.139±0.004, with a RMS of 0.173±0.001. While Figure 5.7(left) shows the distribution952
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A typical Fit

Gaussian distribution describes the uncertainty of the detector response, where its944

sigma is taken as the noise. This noise is later on referred as signal induced noise to945

be distinct from the pedestal noise mentioned before. The fitting range is set to be946

between 25 and 78.5 ADC counts. A typical fitting of the hit energy distribution of a947

pad is shown in Figure 5.6, with the resulting calibration constant of 46.57±0.04 ADC948

counts and the signal induced noise to be 7.26± 0.73 ADC counts.949

Hit Energy (50 ADC counts)
0 1 2 3 4 5

E
n

tr
ie

s
/(

2
.5

 A
D

C
 c

o
u

n
ts

)

0

20

40

60

80

100

Figure 5.6: A typical fitting of the hit energy distribution of a pad to extract the
calibration constant. The fit function is a convolution of Landau with Gaussian. The
resulting calibration constant for this particular pad is 46.57± 0.04 ADC counts given
by the Landau MPV, while the signal induced noise is 7.26 ± 0.73 ADC counts given
by the Gaussian sigma.
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Figure 5.7: Left: Distribution of the statistical error of fitted Landau MPV for each pad.
Right: Distribution of χ2/Ndf for each pad of the fitting to the hit energy distribution.

The distribution of the χ2/Ndf of the fitting to the hit energy distribution for950

each pad is shown in Figure 5.7(right) . The average χ2/Ndf over all the pads is951

1.139±0.004, with a RMS of 0.173±0.001. While Figure 5.7(left) shows the distribution952

48

Gaussian distribution describes the uncertainty of the detector response, where its944

sigma is taken as the noise. This noise is later on referred as signal induced noise to945

be distinct from the pedestal noise mentioned before. The fitting range is set to be946

between 25 and 78.5 ADC counts. A typical fitting of the hit energy distribution of a947

pad is shown in Figure 5.6, with the resulting calibration constant of 46.57±0.04 ADC948

counts and the signal induced noise to be 7.26± 0.73 ADC counts.949
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Figure 5.6: A typical fitting of the hit energy distribution of a pad to extract the
calibration constant. The fit function is a convolution of Landau with Gaussian. The
resulting calibration constant for this particular pad is 46.57± 0.04 ADC counts given
by the Landau MPV, while the signal induced noise is 7.26 ± 0.73 ADC counts given
by the Gaussian sigma.
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Figure 5.7: Left: Distribution of the statistical error of fitted Landau MPV for each pad.
Right: Distribution of χ2/Ndf for each pad of the fitting to the hit energy distribution.

The distribution of the χ2/Ndf of the fitting to the hit energy distribution for950

each pad is shown in Figure 5.7(right) . The average χ2/Ndf over all the pads is951

1.139±0.004, with a RMS of 0.173±0.001. While Figure 5.7(left) shows the distribution952
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Stat. Err. per Pad Ch2/Ndf per Pad

Mean: 
1.139±0.004
RMS: 
0.394±0.003

Mean: 
0.516±0.002 ADC
RMS: 
0.173±0.001 ADC
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Corrections for Dead Pads and Fit Failures
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Number of Dead Pads: 476 Map of Dead Pads, for all 30 layers

Number of Fit Failures: 47

A fit failure, if any one of the following 
criteria is not satisfied:

1) MPV within (37.5, 53.5) ADC
2) Stat. Err. less than 2 ADC
3) Noise within (2, 14) ADC
4) Chi2/ndf within (0.5, 3)

Reason/Corrections for fit failures:
1) Due to abnormal residual pedestal: 
   - Refit together with another Gaussian 
to account for the residual pedestals
   - 14 pads are recovered.
2) Short in statistics: 
   - 33 pads, treat as dead pads
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Corrections for Dead Pads and Fitting Failures
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Corrections for Dead Pads:
1) If it is found randomly: 
   - calibration constant: replaced by the mean of the same chip.
   - error on calibration constant:  the corresponding RMS. (on average for all chips: 1.31±0.03 ADC) 
2) For a whole dead chip:
   - calibration constant: replaced by the mean of the same PCB
   - error on calibration constant:  the corresponding RMS. (on average for all PCBs: 1.57±0.03 ADC)
3) In case more than half the pads in a PCB are dead:
   - calibration constant: replaced by the mean of the other PCB in the same slab.
   - error on calibration constant: The RMS of the difference between the mean of one PCB 
                                                    and each pad of the other PCB in the same slab. 
                                                    This RMS is 1.81±0.01 ADC, measured using all slabs.
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Resulting Calibration Constants and Noise
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Calibration Constants:
Mean: 
47.61±0.02 ADC
RMS: 
2.06±0.01 ADC

Signal Induced Noise:
Mean: 
7.22±0.01 ADC
RMS: 
1.00±0.01 ADC
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Figure 5.9: Left: Distribution of Landau MPV (calibration constant) with each entry
representing a pad, with a mean of 47.61± 0.02 ADC counts and a RMS of 2.06± 0.01
ADC counts. Right: Distribution of signal induced noise with each entry representing
a pad, with a mean of 7.22± 0.01 ADC counts and a RMS of 1.00± 0.01 ADC counts.

• The measured calibration constant is within (37.5, 53.5) ADC counts;980

• The statistical error is less than 2 ADC counts;981

• The measured signal induced noise is within (2, 14) ADC counts;982

• χ2/Ndf within (0.5, 3).983

The fit failure is due to either short in statistics or an abnormally residual pedestal984

which has large difference than the average.985

The procedure to correct the fitting failures and the dead pads is itemized below:986

1. For the fitting failures:987

• They are firstly re-fitted using the same convolution function, together with988

an additional Gaussian function to account for the abnormal residual pedestals.989

Out of the 47 fitting failures, 14 are recovered by this re-fitting.990

• The remaining 33 fitting failures are mostly due to short in statistics. They991

are treated as dead pads.992

2. For the dead pads:993

• If a dead pad is found randomly among successful fitted pads, its calibration994

constant and error is replaced by the average and RMS, respectively, of the995

successful fitted pads in the same chip. This RMS on average for all the996

chips is measured to be 1.31± 0.03 ADC counts.997

50
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Uniformity
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Uniformity:  Calibration Constants as a function of Pad Index, with error bar.

Calibration Constants:
Mean: 47.61±0.02 ADC
RMS: 2.06±0.01 ADC

5.2 Pedestal Subtraction908

In a first step, the pedestals are subtracted for these muon data with the procedure909

described in Section 4.3. Thereafter, the resulting residual pedestals and noises are910

checked for each pad. The checking takes the signals recorded by each pad without911

muon hit, i.e., pure electronic noises. They are fitted with a Gaussian function pad-912

by-pad, where the mean of the Gaussian is the residual pedestal and the width is the913

noise. This noise is later on referred as pedestal noise.914

Figure 5.3(left) and 5.4 show the fitted residual pedestal and pedestal noise as a915

function of pad index for the muon calibration data, which are uniform and stable over916

pads. The pad index is defined as917

Pad ID = 9× 36×K + 36× (3×Wx + Wy) + (6× Px + Py) , (5.1)

where K is the layer index in the z direction, Wx, y are the wafer indices in x and918

y directions, and Px, y are the pad indices of a wafer in x and y directions. All the919

indices are starting from zero, with the coordinates x, y, z defined in Figure 4.1(left)920

and 4.2(right).921
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Figure 5.3: Left: Residual pedestal as a function of the pad index (defined in Equation
5.1) for the muon calibration data. Right: Distribution of residual pedestal with each
entry representing a pad.
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Figure 5.4: Left: Pedestal noise as a function of the pad index (defined in Equation
5.1) for the muon calibration data. Right: Distribution of pedestal noise with each
entry representing a pad.

The resulting average residual pedestal over all channels is −0.058 ± 0.003 ADC922

counts for these muon data, with a standard deviation of 0.281 ± 0.002 ADC counts,923

as shown in Figure 5.3(right). While, the average pedestal noise is 5.930± 0.003 ADC924

46
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Stability
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Stability is checked by comparing with 2006 CERN Aug. and Oct. ones.

Correlation with Aug. 2006 CERN
Correlation Coefficient: 80.30%

Correlation with Oct. 2006 CERN
Correlation Coefficient: 83.76%
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Stability
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Difference of the calibration constants compared with 2006 CERN Aug. and Oct. ones.

Difference with 
Aug. 2006 CERN
Mean Difference: 
    0.67±0.01 ADC
RMS:
    1.21±0.01 ADC

Difference with 
Oct. 2006 CERN
Mean Difference: 
    1.42±0.01 ADC
RMS:
    1.08±0.01 ADC

Reason for the difference: Timing offset between different triggers

the center slabs, and the pad index in Figure 5.14 and 5.15 is re-defined as1131

Pad ID = 6× 36×K + 36× (2×Wx + Wy − 1) + (6× Px + Py) , (5.3)

instead of that in Equation 5.1.1132
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Figure 5.14: Left: Difference of the calibration constants between August 2006 CERN
runs and 2008 FNAL runs as a function of pad index (defined in Equation 5.3). Right:
Distribution of the difference of each pad.
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Figure 5.15: Left: Difference of the calibration constants between October 2006 CERN
runs and 2008 FNAL runs as a function of pad index (defined in Equation 5.3). Right:
Distribution of the difference of each pad.

In comparing the calibration constants of 2008 FNAL with that of the August 20061133

CERN, the correlation is shown in Figure 5.13(left), with a correlation coefficient of1134

80.30%. The linear difference between these two set of calibration constants is checked1135

in a pad-by-pad basis, and shown in Figure 5.14(left) as a function of pad index. The1136

mean value of the differences for all channels is found to be 0.67 ± 0.02 ADC counts1137

with a RMS of 1.21± 0.01 ADC counts, as shown in Figure 5.14.1138

In comparing the calibration constants of 2008 FNAL with that of the October 20061139

CERN, the correlation is shown in Figure 5.13(right), with a correlation coefficient of1140

83.76%. The linear difference between these two set of calibration constants is checked1141

in a pad-by-pad basis, and shown in Figure 5.15(left) as a function of pad index. The1142

mean value of the differences for all channels is found to be 1.42 ± 0.01 ADC counts1143

with a RMS of 1.08± 0.01 ADC counts, as shown in Figure 5.15.1144

59
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1) Due to Residual Pedestals: 
      - mean of residual pedestals over all pads: 
                                                       -0.058±0.003 ADC Counts  (0.12% of a MIP)
2) Due to Different Fitting Ranges:
      - Comparing the results with that using the entire range. 
      - difference for each pad: mean: 0.258±0.004 ADC
                                               RMS : 0.366±0.003 ADC Counts   (0.77% of a MIP)        
                                                       (systematic error)

Systematic Errors

14

When apply the calibration constants to the electron 
runs, with the same 20x20 trigger:

In total a systematic error of : 
           0.37 ADC Counts (0.78% of a MIP)
for the electron runs



Hengne LI @ LAL CALICE 2009, Lyon, France, Sep. 16, 2009

Systematic Errors

15

Additional Systematic Error Due to the Timing Offset 
between Different Triggers:
    - Reason:
      - Difference in Trigger Arrival time
      - Difference in Hold Value

    - Examine using minimal ionizing pions 
       triggered with 10x10&Cerenkov:
        - Difference:
                 Mean: 0.97±0.02 ADC
                 RMS : 1.19±0.02 ADC
        - Take the mean as the systematic error.

Thus, when applying the calibration constants obtained using the muon data trig-1041

gered with 20×20 scintillator counter, to the data triggered with 10×10 scintillator1042

together with Čerenkov detector, a systematic error may be introduced.1043

The method to validate this issue is to take the pion runs triggered by the 10×101044

scintillator with Čerenkov, select the minimal ionizing pions and follow the same cal-1045

ibration as described before. By comparing this set of calibration constants obtained1046

from the minimal ionizing pions with that of the muon one, the differences can be1047

extracted.1048

Figure 5.11 shows the differences between these two set of calibration constants in1049

a pad-by-pad basis. Due to the 10×10 scintillator only covers the central region of the1050

ECAL active area, the number of pads that can be used for the comparison is 3187.1051

The average of the differences over all available pads is 0.97 ± 0.02 ADC counts, with1052

a RMS of 1.19± 0.02 ADC counts.1053
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Figure 5.11: Differences of the calibration constants for each pad, between that obtained
from muons triggered by 20×20 scintillator and from pions triggered by 10×10 with
Čerenkov.

Thus, two options are available to account for this systematic error:1054

• Take the average as the correction factor of the calibration constants and the1055

RMS as the systematic error;1056

• Take the average itself as the systematic error.1057

Since the average is smaller than the RMS, the average differences, which corre-1058

sponding to 0.2% of a MIP, is taken as the systematic error due to the timing offset1059

when apply the calibration constants to the data triggered by 10×10 scintillator with1060

Čerenkov.1061

53

 MPV difference between 20x20 
muon and 10x10&Cerenkov pion 

5.6.3 Timing Offsets between Different Triggers1030

The calibration muon runs are triggered with a 20×20 scintillator counter. While the1031

data runs are triggered with either the same 20×20 scintillator counter (20×20 trigger),1032

or two 10×10 scintillator counters together with a Čerenkov detector (10×10&Čerenkov1033

trigger) for the e/π discrimination.1034

Different trigger setups have different delays in opening the DAQ gate. For in-1035

stance, the Čerenkov detector is the most slowest one amount the trigger devices just1036

mentioned, since it is putted farther up stream thus has a longer signal propagation1037

time. When the 10×10 scintillator counters are used together with the Čerenkov de-1038

tector, it has a delay of 62.5ns than that of the 20×20 scintillator counter.1039

On the other hand, certain time after the trigger arrived, the DAQ electronics read1040

out the analogue signal. The time between trigger arrival and signal read out is called1041

the hold value. The analogue signal from the detector as a function of time is illustrated1042

in Figure 5.10, which is obtained by the chip scan for the VFE of the ECAL prototype.1043

In the figure, the analogue signal can be parameterized as f(x) = x · Exp(1− x), and1044

the trigger arrival, the signal read out, and the hold value is labeled.1045
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Figure 5.10: Analogue signal curve obtained by the chip scan for the VFE of the
ECAL prototype[34]. The hold value, the time of trigger arrival and signal read out
are labeled for illustration.

The differences in the time of trigger arrival and in hold values, may introduce a1046

time offset between different trigger setups to read the signal. For example, suppose1047

one trigger setup is holding on the maximum of the signal curve, while the other one is1048

holding much later. Given an identical energy deposition, the response using the first1049

trigger setup will be larger than that of the second one.1050

Thus, when applying the calibration constants obtained using the muon data with1051

20×20 trigger, to the data with 10×10&Čerenkov trigger, a systematic error may be1052

introduced.1053

The method to verify this issue is to take the pion runs with 10×10&Čerenkov1054

52

P. Dauncey 

When apply the calibration constants to the pion runs 
with the 10x10&Cerenkov trigger: for illustration

Entries: 3187

In total a systematic error of : 
         1.04 ADC Counts (2.2% of a MIP)
for the pion runs.



Hengne LI @ LAL CALICE 2009, Lyon, France, Sep. 16, 2009

Summary
MIP Calibration for 2008 FNAL beam test is finished. 

Calibration Constants on average: 47.61 ±0.52(stat.) ±0.37(sys.)  ADC

if apply on pion runs with 10x10&Cerenkov, a total systematic error : 
±1.04(sys.) ADC

Good Stability in Time Obtained

Compared with those of 2006 CERN, 

reminding: after two years of operations, shipments all over the world

Correlation Coefficient is found greater than 80%

A Mean Difference of the order of 1 ADC Count

can be understood in terms of trigger timing offset

It is an evidence that the calibration constants can be well controlled for a full 
SiW ECAL in a detector at ILC
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