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Preliminary  estimates  depend  on
 many  unknown  parameters

.  accelerator  performance

.  data  reduction
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Hardware  Resources  for  Belle II
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KEKCC  resource
(for  all  projects)

~40kHS, 16PB Tape, 7PB Disk
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ATLAS(2013)=843kHS

CMS
(2013)
=671kHS

LHCb
(2013)
=173kHS

CMS(2013)=74PB
ATLAS(2013)=68PB

LHCb(2013)=16PB

ATLAS(2013)=95PB
CMS(2013)=60PB

LHCb(2013)=11PB

Hardware  Resources  for  Belle II
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PNNL

Detector

Do  ntuple  analysis  on  local  resources

MC  production
 (optional)

Raw  data  storage
   and  processing

Ntuple
Analysis

MC  production
and  Ntuple  production

Raw  data  duplex.
reprocessing

Belle II  Computing  Model
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O
O

Pros     &     Cons

Proven  concepts

Combines  a  lot  of  knowledge

Highly  optimized  for  BELLE

Lack  of  object  persistency
(not  object  oriented)

Software  framework (basf2)
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C++

Software  framework (basf2)
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...

Parallel processing

Software  framework (basf2)
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gLite OSG

cloudlocal  resources

 DIRAC  (developed  by  LHCb)  Distributed  Infrastructure  with  Remote  Agent  Control

 Pilot  jobs
 Modular  structure  that  enabled  it  possible  to  submit  jobs
              to  different  backends. 

Interoperability
 in  heterogeneous 
  computings

Distributed  Computing  Model
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e.g.  replication of specific data set 
or run period for a GRID site 

• Main feature 
– Integration with GRID security 
– Secure connection using SSL 
– Replication of data 

• Asynchronous and hierarchical 

• ARDA Metadata Grid Application 
– Metadata server for GRID environment 

 
 Metadata: data of data 

LFN, run range, software version… 

AMGA  catalogue
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NebraskaTTU
VirginiaTech

FNAL

PNNL
CYFRONET
CESNET

SiGNETGridKa

DESY

UA-ISMA

IHEP
KISTI KEK

4 DIRAC servers 
3 AMGA servers 

LCG sites 
OSG sites 

+ Getting increased 

Belle II  GRID  sites + core  servers
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gBasf2 UI 

SE 

DIRAC AMGA 

• GRID UI dedicated for Belle II 
– Based on DIRAC API  (UI + job wrapper on WN) 
– Not only job submitter but a collection of job and data management tools  
– Provide transparent user experience  of Belle II standard analysis framework 

(Basf2) 
Job wrapper 

WN 

AMGA 

Basf2 

Data register 

DIRAC 

Desktop 

% basf2          analysis.py 
% gbasf2 –s  analysis.py  

sandbox 

metadata 

data 

metadata 

gbasf2
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• Belle II software (basf2 + externals) 
– Statical installation (10GB/release) 
– Installed  bellow common software area (e.g. VO_BELLE_SW_DR) 
– Or CVMFS 

 
– CVMFS sites are getting increased 

 
 

• DIRAC software (DIRAC + BelleDIRAC) 
– Dynamical installation  
– Installed below working directory 
– gBasf2 has been integrated with BelleDIRAC 

Software  deployment
15



• The 1st iteration of MC mass production using Belle II software on GRID 
– Feb. 28th ~ Mar. 20th, 2013 

• The main goal 
– Find possible bottle-necks at everywhere 

• Two stages 
– Event generation and detector simulation 
– Reconstruction 

• 60M events resulted in 190 TB data                                                                                                                              
(raw level format: DST                                                                                                                                 
 high level format: mDST) 

• 20% failure rate 
– Metadata registration 
– Input data download 
– Output data upload 
– Application errors 

Gen. Recon.
(DST)

Recon.
(mDST)

First  MC  prod.  camp.
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• The 2nd iteration of MC has finished 
– July 23rd  ~ Sep. 8th , 2013 

• More realistic situation 
– Event generation + reconstruction 
– Background mixing 

• 560M events resulted in 85 TB data 
– mDST format 

 
• 10% failure rate 

– Getting decreased through production 
– Final failure rate ~ a few percent 
– No application crash 

1st

2nd  x18
Computing
power

40kHS days 

700kHS days 

KEK shutdown 

Second  MC  prod.  camp.
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• We faced various issues but could solve them one by one thanks to kindly 
support from each GRID site, especially for KEK 
 

• In early stage, dominant failures came from missing pilot jobs due to short 
proxy lifetime fixed by VOMS server configuration 
 

• Finally dominant problems became                                                                                             
our server deployment (exceeded                                                                                              
the limit of single server performance) 
 

• Modification of server configuration                                                                                         
is ongoing so that we can  handle                                                                                               
factor 10 more jobs 
 

Transfer failover (mainly  SE problem) 

Proxy expiration 

AMGA load 

gLite bug 

Dominant  job  failures
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 KEK 

KMI KISTI GridKa DESY 

CESNET CYFRONET SiGNET ISMA 

PNNL VPI Nebraska FNAL 

Contributing  sites
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• Extraordinary contributions were rare 
• Variety of GRID sites gave generally constant production rate  

GridKa 
KEK 

DESY 
Nebraska 

Contributing  sites
21



as  of  Sep, 11, 2013

22k HepSPEC

LHCb  normalized  CPU (Jan. 2010-)

200k HepSPEC

Feb, 1, 2010
Jan, 2010

Jan, 2011
Jan, 2012 Jan, 2013

1st  MC  prod.
campaign  in  March

2nd  MC  prod.
campaign  started

Belle II  normalized  CPU

Thanks  to  the  detailed  tuning  of  DIRAC/AMGA,   many  MC  production’s  shift  workers,
        stable  Belle II  software  and  each  site  joining  the  Belle II  computing !!

(for  a  fair  comparison,  normalized  for  188  weeks)

13  sites

more  than  200  sites

more  than  concurrent  5,000  jobs  @  max  

(560M  events)

(60M  events)

we  have  reached  the  level  of  
 the  early  stage  of  LHCb

 Storage (Disk, Tape) : ~0.3 PB Storage (Disk, Tape) : ~26 PB
Only  for  MC  data including  Data,  MC,  User  data

Comparison  w/  LHCb
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as  of  Sep, 11, 2013

22k HepSPEC

ILC  normalized  CPU (Dec. 2012-)

~70k HepSPEC

Feb, 1, 2010
Dec, 2012 Jun, 2013 Nov. 2013

1st  MC  prod.
campaign  in  March

2nd  MC  prod.
campaign  started

Belle II  normalized  CPU

13  sites

 ~40  sites

more  than  concurrent  5,000  jobs  @  max  

(560M  events)

(60M  events)

Comparison  w/  ILC
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8 Gbps (Japan - US)
(5 Gbps  for  raw data copy)1.6Gbps (Japan/PNNL -Germany)

1.5Gbps (Japan/PNNL - Italy)

0.4Gbps (Japan/PNNL -Slovenia)
0.2Gbps (Japan -Poland)
0.1Gbps (Japan -Czech) x 5

0.3Gbps (Japan - India)

0.2Gbps (Japan - Australia)

1.6Gbps (Japan - Korea)
0.2Gbps (Japan - China/Beijing)

0.3Gbps (Japan - Canada)

3 Gbps

ESnet

GEANT

0.7Gbps (Japan - Russia/Moscow)

Japan/PNNL -  XX : mdst  transfer  from  Japan  and/or  PNNL + data  transfer  between  XX  and  other  sites
Japan -  XX : data  transfer  between  XX  and  Japan + other  sites  

as  of  Sep  26, 2013

Network  bandwidth @ ~2018
24



19 Gbps (Japan - US)
(16 Gbps  for  raw data copy)2.4Gbps (Japan/PNNL -Germany)

2.3Gbps (Japan/PNNL - Italy)

0.5Gbps (Japan/PNNL -Slovenia)
0.4Gbps (Japan -Poland)
0.1Gbps (Japan -Czech) x 5

0.4Gbps (Japan - India)

0.3Gbps (Japan - Australia)

2Gbps (Japan - Korea)
0.4Gbps (Japan - China/Beijing)

0.4Gbps (Japan - Canada)

3 Gbps

ESnet

GEANT

~1Gbps (Japan - Russia/Moscow)

Japan/PNNL -  XX : mdst  transfer  from  Japan  and/or  PNNL + data  transfer  between  XX  and  other  sites
Japan -  XX : data  transfer  between  XX  and  Japan + other  sites  

as  of  Sep  26, 2013

Network  bandwidth @ ~2022
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1 

• It is essential to establish and keep good network connection among GRID 
sites 
– Raw data transfer from KEK to PNNL 
– mDST data (data and MC) deployment to regional analysis center 
– Use of mDST data by each computing GRIDs, clouds 

 

• Data transfer test using the MC campaign products 
– In May 2013, we performed massive data transfer using FTS2 at GridKa  

 500MB/s
 

KEK  PNNL (incoming)

PNNL  GridKa (outgoing)

Data  challenge
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Summary

 Belle II  adopts  the  distributed  computing  with  DIRAC

Belle II  top  page

 Belle II  starts  taking  physics  data  from  Oct.  2016
(SuperKEKB  accelerator  commissioning  starts  in  early  2015)

 Software  framework  has  been  established  and  working  well

 MC  production  campaign  started  with  full  detector  simulation

 Data  challenge  also  started

http://belle2.kek.jp/

Now  in  the  16th  collaobration  meeting  !!
http://kds.kek.jp/conferenceDisplay.py?ovw=True&confId=13911

There  are  similarities  between  Belle II  and  ILC
+  software  concepts
+  DIRAC

some  chances  to  work  together ?
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I  cordially  appreciate  the  opportunity  to  report  
 the  Belle  II  software  and  computing  at  LCWS  !!!
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tracking/vertexing

e/g detection

p/K/p identification

m/K  identificationL

Silicon Strip  det.
small-cell Drift Chamber

pure-CsI calorimeter (end-cap)

Scintilator

ARich, TOP counter

Pixel detector
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longer lever armEcm = 10.58 GeV
         = @Y(4S)

8 x 10   /cm  /s
35 2

aiming  for

SuperKEKB / Belle II
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• Ganglia+Nagios installed in KEK and HappyFace in KIT 
• HappyFace collects  information  from Ganglia/Nagios  and directly DIRAC  

HappyFace 

Ganglia 

Monitoring
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