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• t t̅ cross section production

• Single top production 
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• Beyond the S.M. searches

• Conclusion
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Tops at proton colliders
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Top quarks at proton colliders
Top quark discovery at Tevatron

a lot of integrated luminosity for
analyses
tt̄-pairs and single top

LHC will accumulate very high statistics
for tt̄-pairs

low luminosity run: 8 · 106 events/year
(high luminosity run: 10 times more)
mass measurement
∆mt = O(1)GeV
(constraints on Standard Model
Higgs mass mh)
top-spin correlations
search for anomalous couplings

Tops make up large part of background in
Higgs or new physics searches

Sven-Olaf Moch Top quark production at Tevatron and LHC – p.4

LHC: top factory machine LC2013
• Top Production at LHC:

‣ t t̅ pairs 

‣ Single top 

• Leading Order diagrams

‣ q q̅ → t t̅ (15% at √ s = 7 TeV)

‣ gg → t t̅  (85% at √ s = 7 TeV)

• Top production per experiment

‣ 5 fb⁻¹ √ s = 7 TeV and 20 fb⁻¹ √s =8 TeV 

‣ 5.6× 10⁶ t t̅  events for 

‣ 2.7 × 10⁶ Single top events

3

τ modes
21.1%

dileptonic
4.5%

μ+jets
14.3%

e+jets
14.5%

all hadronic
45.6%
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Figure 1: Fit to the likelihood discriminant distribution D(ηl, A
′) in data in the e+jets (a) and µ+jets (b)

channels. The hatched bands display the combined expected statistical and systematic uncertainty.

after the fit is shown in Fig. 2. Figures 3 and 4 show distributions of basic kinematic quantities after the

fit in both channels.

The tt̄ production cross section is calculated as

σtt =
Ntt̄

L × BR × εsig
, (4)

where L is the integrated luminosity, BR is the combined branching ratio for dileptonic and semileptonic
tt̄ decays, and εsig is the product of the signal acceptance and efficiency calculated on a tt̄ sample without

fully-hadronic decays.

The fitted numbers Ntt̄ of tt̄ events and the corresponding cross sections are shown in Table 2. The

quoted statistical uncertainties are evaluated from the fit. The fitted W+jets scale factors pWj are found

to be 0.54±0.05 (stat.) in the e+jets channel and 0.73±0.04 (stat.) in the µ+jets channel. The correlation
coefficent between the tt̄ and W+jets fractions is found to be −0.7 for both channels.

7 Systematic uncertainties

The systematic uncertainties relevant to this analysis fall into several categories. The instrumental sys-

tematic uncertainties are related to the reconstruction of jets and Emiss
T
(jet energy scale, jet energy res-

olution, jet reconstruction efficiency, soft jet related uncertainties in Emiss
T
calculations), and leptons

5

tt̅ → l+jets I LC2013
• First Atlas inclusive cross section at 8 TeV 

‣ single lepton channel 

‣ N(jets) ≥ 3 

‣ N(btag)≥ 1 (70% opp. point)

• Likelihood binned fit 

‣ discriminant: ratio of likelihood, L,  

‣ lepton pseudo rapidity ηl

‣ transformed aplanarity A’= e-8A

✦  A = 3/2 λ3,  smallest eigenvalue normalized 
momentum 

✦ A → A′ increases the separation power

5

 5.8 fb-1 at √s = 8 TeV ATLAS-CONF-2012-149

D(ηl, A
�|σtt̄) =

Ls

Ls + Lb

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-149/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-149/
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Figure 2: Transformed aplanarity A′ distribution in the e+jets channel (a) and muon pseudorapidity η

distribution in the µ+jets channel (b). The distributions in the data (dots) are compared to the model

expectations, which include both signal and background processes. The hatched bands display the com-

bined expected statistical and systematic uncertainty.

Table 2: Number of tt̄ events and corresponding cross sections obtained from the likelihood fit to data

together with their statistical uncertainties.

Channel Ntt̄ σtt̄ (pb)

e+≥3 jets 31050±350 239±3
µ+≥3 jets 45000±400 242±2
l+≥3 jets 76000±500 241±2

6

• Simultaneous over e, μ fit:
‣ per channel fit of W+j

• Good Agreement with theoretical 
prediction:

‣ Dominant Systematics: MC modeling of the signal 
(11%) and  Jet/ETmiss reconstruction/calibration 
(~6%)

✦ top mass @172.5 GeV 
✦ approximate NNLO QCD HATHOR

‣ Most recent calculation: M. Czakon et Al (CERN-PH-TH/
2013-056, TTK-13-08)

✦ NNLO QCD corrections

tt̅ → l+jets II LC2013

6

σtt̄ = 241± 2 (stat)± 31 (syst)± 9 (lumi) pb

 5.8 fb-1 at √s = 8 TeV ATLAS-CONF-2012-149
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Figure 2: Transformed aplanarity A′ distribution in the e+jets channel (a) and muon pseudorapidity η

distribution in the µ+jets channel (b). The distributions in the data (dots) are compared to the model

expectations, which include both signal and background processes. The hatched bands display the com-

bined expected statistical and systematic uncertainty.

Table 2: Number of tt̄ events and corresponding cross sections obtained from the likelihood fit to data

together with their statistical uncertainties.

Channel Ntt̄ σtt̄ (pb)

e+≥3 jets 31050±350 239±3
µ+≥3 jets 45000±400 242±2
l+≥3 jets 76000±500 241±2

6

σtheor
tt̄ = 238+22

−25 pb

σtheor
tt̄ = 245.8+6.2

−8.4 pb

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-149/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-149/
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Figure 4: The particle-jet multiplicities for the muon channel and the jet pT thresholds (a) 25, (b) 40, (c)
60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+HERWIG, ALPGEN+PYTHIA
(αS-down variation), MC@NLO+HERWIG and POWHEG+PYTHIA MC models. The data points and
their corresponding statistical uncertainty are shown in black, whereas the total uncertainty (syst. ⊕ stat.)
is shown as a shaded band. The MC predictions are shown with their statistical uncertainty.
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t t̅ Jet Multiplicity LC2013
• Measuring N(jets) as function of pT

‣ constrains ISR/FSR models at mtop scale

‣ tests of perturbative QCD 

• Measurement in single lepton channel 

‣ pT thresholds of: 25, 50, 60 and 80 GeV

‣ correction of detector effects with unfolding 

‣ Systematics:

✦ background modeling at low N(jets)
✦ jet energy scale at high N(jets)

• MC@NLO

‣ disfavored by data 

✦ lower multiplicity prediction
✦ softer jets

• ALPGEN

‣ with Pythia showering upward αs variation disfavored

‣ with Herwig/Pythia consistent with data (within uncertainty)

• Powheg

‣ with Pythia consistent with data (within uncertainty)

7

4.7 fb-1√s = 7 TeV ATLAS-CONF-2012-155
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ATLAS Preliminary

• Combination at 7 TeV:

‣ Combined likelihood parametrization
✦ profile likelihood ratio estimator

‣ 6 measurements combination

‣ full correlation of shared 
uncertainties 

• Single lepton channel at 8 TeV

• Good Agreement with NNLO 
S.M. calculation for both C.M. 
energies

σ t t̅ Summary LC2013

8

σtt̄ ( 7 TeV) = 177+11
−10 pb

σtt̄ ( 8 TeV) = 241± 32 pb

 ATLAS-CONF-2012-024

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-024/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-024/
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Single Top cross section LC2013
• Production via electroweak, charged-current interactions. 

‣ at √s = 8 TeV σt ≃ 1/2 σtt ̄ 

‣ Dominant t-channel via virtual W boson

• Motivations: 

‣ sensitivity to new physics  

‣ constrain |Vtb|, no assumption on number of quark generations 

‣ b-quark PDF measurement

• Previous ATLAS measurements:  

‣ t channel at √s = 7 TeV σt=83 ± 20 pb Observation of 7.2 σ (Phys. Lett. B 717 (2012) 330-350)

✦ N.N. (analysis similar to 8 TeV)
✦ Systematics: b-tagging eff, jet modeling, ISR/FSR
✦ |Vtb| > 0.75 at 95% C.L.

‣ t channel σ t / σ t t ̅ = 1.81+0.23-0.22  at √s = 7 TeV (ATLAS-CONF-2012-056)

‣ Wt production at √s = 7 TeV σWt= 16.8 ± 2.9 (stat) ± 4.9 (syst) pb (Phys. Lett. B 716 (2012) 142-159)

✦ 3.3 σ Evidence
‣  s-channel production σt < 26.5 pb (95% Upper Limit) (ATLAS-CONF-2011-118)

10

1 Introduction

At the Large Hadron Collider (LHC), top quarks can be produced singly via electroweak, charged-current

interactions. The cross-section at
√

s = 8 TeV is about half of that for tt̄ pair production mediated via

the strong interaction. There are three relevant single top-quark subprocesses that are distinguished by

the virtuality of the exchanged W boson. The dominant process is the t-channel exchange of a virtual

W boson, depicted in Figure 1(a). This mode was measured by ATLAS and CMS at
√

s = 7 TeV [1–3].

The other two processes are Wt production, shown in Figure 1(b), measured for the first time at the LHC

with
√

s = 7 TeV [4, 5], and s-channel production, presented in Figure 1(c).

(a) (b) (c)

Figure 1: Feynman diagrams of single top-quark production processes: (a) t-channel production, (b)

associated Wt production, and (c) s-channel production.

The single top-quark final state provides a direct probe of the W-t-b coupling and is sensitive to many

models of new physics [6]. The measurement of the production cross-section constrains the absolute

value of the quark-mixing matrix element Vtb [7, 8] without assumptions about the number of quark

generations. Determining the cross-section also allows the b-quark parton distribution function (PDF) to

be measured.

At the LHC, colliding protons at
√

s = 8 TeV, the sum of the t and t̄ cross-sections is predicted at

approximate next-to-next-to-leading order (NNLO) to be σt = 87.8+3.4
−1.9

pb [9] for the leading t-channel

process, σWt = 22.4 ± 1.5 pb [10] for Wt associated production, and σs = 5.6 ± 0.2 pb [11] for the

s-channel. The analysis presented in this note considers only the t-channel process as signal, while the

other two single top-quark processes are treated as backgrounds, assuming the Standard Model (SM)

theoretical cross-sections for these processes.

Events are selected using the semileptonic decay mode of the top quark, where the lepton can be

either an electron or a muon originating from the W-boson decay. Fully-hadronic final states are not

considered because of the overwhelming multijet background. The analysis also has acceptance for

signal events involving W → τν decays if the τ lepton subsequently decays to either eνeντ or µνµντ. The

experimental signature of candidate events is thus given by one charged lepton (electron or muon), large

missing transverse momentum Emiss
T

, and two or three hadronic jets with high transverse momentum pT.

One of the jets is required to originate from a b-quark which usually comes from the top quark decay.

The acceptance for t-channel events is dominated by the two-jet signature, where one jet is a b-quark jet,

while the second jet is a light quark produced together with the top quark, see Fig. 1(a). A significant

fraction of single top-quark events are also present in the three-jet bin, where the third jet is produced

by initial- or final-state radiation, for example gluon radiation from the initial-state b-quark in Fig. 1(a).

The tt̄ background becomes dominant in the four-jet bin, thus the analysis only considers the two-jet and

three-jet bins.

The most important background for single top-quark processes in the lepton+jets channel is W+jets

production. If one of the jets contains heavy-flavour hadrons, these events have the same signature as

signal events. Due to possible misidentification of a light jet as a b-quark jet, W+light jets production

1

http://www.sciencedirect.com/science/article/pii/S0370269312009781
http://www.sciencedirect.com/science/article/pii/S0370269312009781
http://www.sciencedirect.com/science/article/pii/S0370269312008489
http://www.sciencedirect.com/science/article/pii/S0370269312008489
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Table 3: Estimators β̂ of the parameters of the likelihood function as obtained from the maximum like-

lihood fit to data. The β̂ are scale factors that multiply the expected rate for each process. The quoted

uncertainties are statistical only.

Process β̂

t channel 1.08 ± 0.03

W+ heavy flavour 1.04 ± 0.03

W+ light jets 0.93 ± 0.04

Z+ jets, diboson 0.94 ± 0.10

tt̄,Wt, s channel 0.88 ± 0.01
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Figure 10: Neural network output distributions (a) for the two-jet sample and (b) for the three-jet sam-

ple. The signal and backgrounds are normalised to the fit result. The bottom panels show the relative

difference between observed data and expectation. The blue shaded band reflects the uncertainty from

the limited MC statistics and the uncertainty on the QCD multijet normalisation.

7.1 Estimation of the systematic uncertainties

The systematic uncertainties on the cross-section measurement are determined using a frequentist method

based on pseudo-experiments that accounts for variations of the signal acceptance, the background rates

and the shape of the NN output. The correlations between the different analysis channels are fully

accounted for by applying correlated systematic shifts across all channels. The RMS of the distribution of

fit results for the pseudo-datasets is an estimator for the expected uncertainty. The systematic uncertainty

on the measured parameters is similarly estimated using the measured β values for the single top-quark

t-channel signal and the backgrounds.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table

provides the uncertainties evaluated for the observed signal and background rates as obtained from the

maximum likelihood fit to the observed collision data. The total relative uncertainty on the measured

cross-section σt is ±19%.
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Figure 10: Neural network output distributions (a) for the two-jet sample and (b) for the three-jet sam-

ple. The signal and backgrounds are normalised to the fit result. The bottom panels show the relative

difference between observed data and expectation. The blue shaded band reflects the uncertainty from

the limited MC statistics and the uncertainty on the QCD multijet normalisation.

7.1 Estimation of the systematic uncertainties

The systematic uncertainties on the cross-section measurement are determined using a frequentist method

based on pseudo-experiments that accounts for variations of the signal acceptance, the background rates

and the shape of the NN output. The correlations between the different analysis channels are fully

accounted for by applying correlated systematic shifts across all channels. The RMS of the distribution of

fit results for the pseudo-datasets is an estimator for the expected uncertainty. The systematic uncertainty

on the measured parameters is similarly estimated using the measured β values for the single top-quark

t-channel signal and the backgrounds.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table

provides the uncertainties evaluated for the observed signal and background rates as obtained from the

maximum likelihood fit to the observed collision data. The total relative uncertainty on the measured

cross-section σt is ±19%.
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Single Top cross section LC2013
• Selection:

‣ semi-leptonic channel

• W+jets main background 

‣ W+H.F.-jets same signature 

‣ W+light-jets due to misidentification on b-jets

• N.N. discrimination

‣  kinematic variables

✦ 11 variables: mjb mlvb, ηj

• cross section extraction: likelihood fit

‣ extraction of β̂ scale factors 

✦ N(events) = β × expectation

‣ combined fit in 2 and 3 jet bins

11

 5.8 fb-1, at √s = 8 TeV, ATLAS-CONF-2012-132



G. Barone May-13

CM energy [TeV]
5 6 7 8 9 10 11 12 13 14

 [p
b]

210

top+antitop

top

antitop
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 arXiv:1205.3130-11.04 fb

 ATLAS-CONF-2012-056-14.7 fb
 ATLAS-CONF-2012-132-15.8 fb

ATLAS Preliminary
t-channel single top

Single Top cross section LC2013
• cross section

‣ coupling at the W-t-b vertex

‣ Agreement with S.M. NNLO: 

‣  95% C.L.  |Vtb| at 0.80 for |Vtb|=1

12

 5.8 fb-1 at √s = 8 TeV ATLAS-CONF-2012-132

σt = 95± 2(stat)± 18(syst) pb

|Vtb| = 1.04 +0.10
−0.11

σtheor
t = 87.8+3.4

−1.9 pb
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(b) Rreco
lb
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(c) mreco
top

Figure 3: Distributions for the reconstructed mreco
W

(a) and Rreco
lb

(b) both calculated from the selected

jet permutation but using the unconstrained four-vectors, and mreco
top (c) obtained from the likelihood fit

in data (points) and the signal plus background prediction (solid histogram). These distributions are

obtained after all additional cuts described in Section 5. Figure (c) shows only the events in the common

range for the events with 1 b-tagged and ≥ 2 b-tagged jets. The hatched area is the total uncertainty on

the prediction described in the text.

• kinematic reconstruction with a likelihood fit 
using KLFitter
‣ Reconstruction to parton mapping response: 

transfer functions

‣ Γtop and ΓW Breit Wigner constraints  for mtopreco 
and mWreco

‣ b-tag information included for correct jet 
permutation assignment
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Figure 2: The ln L value from the likelihood fit, as observed in the data (points), compared to the signal

plus background prediction (solid histogram). The hatched area is the total uncertainty on the prediction

described in the text.

This likelihood relates the observed objects to the tt̄ decay products (quarks and leptons) predicted222

by the NLO signal Monte Carlo, albeit in a Leading Order (LO) kinematic approach, using tt̄ →223

!νb! q1q2bhad. In this procedure, the measured jets relate to the quark decay products of the W bo-224

son, q1 and q2, and to the b-quarks, b! and bhad, produced in the top quark decays. The Emiss
T

vector is225

identified with the transverse momentum components of the neutrino, p̂x,ν and p̂y,ν.226

The likelihood L is defined as a product of transfer functions (T ), Breit-Wigner (B) distributions,227

and a weightWbtag accounting for the b-tagging information:228

L = T
(

Ejet1 |Êbhad

)

· T
(

Ejet2 |Êb!

)

· T
(

Ejet3 |Êq1

)

·

T
(

Ejet4 |Êq2
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]

·

B
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m(! ν b!)|mreco
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]

·Wbtag .

The parton level quantities are marked with a circumflex (e.g. Êbhad , i.e. the energy of the b-quark from229

the hadronic decay of the top quark). The quantities mW and ΓW (which amounts to about one fifth230

of the Gaussian resolution of the mreco
W

distribution) are taken from Ref. [33], and mreco
top is the likelihood231

estimator for the top quark mass, i.e. the per event result of maximising this likelihood. Transfer functions232

are derived from the Powheg tt̄ signal Monte Carlo sample at an input mass of mtop = 172.5 GeV, based233

on reconstructed objects that are matched to their parton level quarks and leptons. When using a matching234

algorithm based on the maximum separation of ∆R = 0.4 between a quark and the corresponding jet,235

the fraction of events with four matched jets amounts to about 30% for events with one b-tagged jet236

and to more than 50 % for events with at least two b-tagged jets. The transfer functions are obtained237

in bins of η for the energies of b-jets, Ejet1 and Ejet2 , light quark jets, Ejet3 and Ejet4 , the energy, Ee, (or238

transverse momentum, pT,µ) of the charged lepton, and the two components of the Emiss
T

, Emiss
x and Emiss

y .239

In addition, the likelihood exploits the values of mW and ΓW to constrain the reconstructed leptonic,240

m(! ν), and hadronic, m(q1 q2), W boson masses using Breit-Wigner distributions.241

Top Mass I LC2013
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Figure 2: The ln L value from the likelihood fit, as observed in the data (points), compared to the signal

plus background prediction (solid histogram). The hatched area is the total uncertainty on the prediction

described in the text.

This likelihood relates the observed objects to the tt̄ decay products (quarks and leptons) predicted222

by the NLO signal Monte Carlo, albeit in a Leading Order (LO) kinematic approach, using tt̄ →223

!νb! q1q2bhad. In this procedure, the measured jets relate to the quark decay products of the W bo-224

son, q1 and q2, and to the b-quarks, b! and bhad, produced in the top quark decays. The Emiss
T

vector is225

identified with the transverse momentum components of the neutrino, p̂x,ν and p̂y,ν.226

The likelihood L is defined as a product of transfer functions (T ), Breit-Wigner (B) distributions,227

and a weightWbtag accounting for the b-tagging information:228

L = T
(

Ejet1 |Êbhad

)

· T
(
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The parton level quantities are marked with a circumflex (e.g. Êbhad , i.e. the energy of the b-quark from229

the hadronic decay of the top quark). The quantities mW and ΓW (which amounts to about one fifth230

of the Gaussian resolution of the mreco
W

distribution) are taken from Ref. [33], and mreco
top is the likelihood231

estimator for the top quark mass, i.e. the per event result of maximising this likelihood. Transfer functions232

are derived from the Powheg tt̄ signal Monte Carlo sample at an input mass of mtop = 172.5 GeV, based233

on reconstructed objects that are matched to their parton level quarks and leptons. When using a matching234

algorithm based on the maximum separation of ∆R = 0.4 between a quark and the corresponding jet,235

the fraction of events with four matched jets amounts to about 30% for events with one b-tagged jet236

and to more than 50 % for events with at least two b-tagged jets. The transfer functions are obtained237

in bins of η for the energies of b-jets, Ejet1 and Ejet2 , light quark jets, Ejet3 and Ejet4 , the energy, Ee, (or238

transverse momentum, pT,µ) of the charged lepton, and the two components of the Emiss
T

, Emiss
x and Emiss

y .239

In addition, the likelihood exploits the values of mW and ΓW to constrain the reconstructed leptonic,240

m(! ν), and hadronic, m(q1 q2), W boson masses using Breit-Wigner distributions.241

4.7 fb-1, √ s = 7  TeV,  ATLAS-CONF-2013-046
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Top Mass: II LC2013
• First Implementation of 3D analysis for mtop 

extraction

• Observables:
‣ mtop: main observable

‣ mWreco:sensitivity to jet energy scale (JES)

‣ Rlbcalo: sensitivity to b-to light jets energy changes (bJES)

• Parametrization: 
‣ Fit function: Gaussian plus Landau for mtop and Rlbreco

‣ Separation for 1-tag, ≥2b- tags for sensitivity

‣ Simultaneous fit to all templates.

15

Rcalo
lb =






Σpb-tag
T

Σplight-jets
T

, 2 b-tags

pb-tag
T

1
2Σplight-jets

T

, 1-btag

4.7 fb-1, √ s = 7  TeV,  ATLAS-CONF-2013-046
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(d) Rreco
lb , at least two b-tagged jets
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(e) Rreco
lb , one b-tagged jet
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Figure 5: Template parameterisations for signal, composed of tt̄ and single top quark production events.

The expected sensitivity of mreco
W

to the JSF (a, b), and of Rreco
lb

to both mtop (c, d) and the bJSF (e, f) is

shown separately for the events with one b-tagged jet, and for the events with at least two b-tagged jets.

Each distribution is overlaid with the corresponding probability density function from the combined fit

to all templates.
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Figure 5: Template parameterisations for signal, composed of tt̄ and single top quark production events.

The expected sensitivity of mreco
W

to the JSF (a, b), and of Rreco
lb

to both mtop (c, d) and the bJSF (e, f) is

shown separately for the events with one b-tagged jet, and for the events with at least two b-tagged jets.

Each distribution is overlaid with the corresponding probability density function from the combined fit

to all templates.
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top , one b-tagged jet
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Figure 4: Template parameterisations for signal, composed of tt̄ and single top quark production events.

The expected sensitivity ofmreco
top to all fit parameters is shown separately for the events with one b-tagged

jet (a, c, e), and for the events with at least two b-tagged jets (b, d, f). Each distribution is overlaid with

the corresponding probability density function from the combined fit to all templates.
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 l+jets (3d) prel.-14.7 fb  1.35± 0.67 ± 0.27 ± 0.23 ±172.31 

 l+jets (2d)-11 fb  2.27± 0.43          ± 0.61 ±174.53 

ATLAS Preliminary May 2013

stat JSF     bJSF syst

Figure 8: The result of the 3d-analysis for mtop compared to a number of other measurements, see text

for details. The values for the uncertainties are separated into up to four components, the statistical

uncertainty on mtop, the statistical components due to the in-situ determinations of the JSF, and for

ATLAS also the bJSF, and the remaining systematic uncertainties. The data points show the measured

values with their statistical uncertainty (red), the quadratic sum of the statistical uncertainty and the

statistical components due to the in-situ determinations of the scales (orange), and the total uncertainty

including systematics (blue).
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(b) Rreco
lb
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Figure 6: Fitted mreco
W

(a), Rreco
lb

(b) and mreco
top (c) distributions in the data. The fitted probability density

functions for the background alone and background plus signal contributions are also shown.

Top Mass: III LC2013
• Uncertainties:

‣ b-tagging, residual JES dependence

‣ statistical component of bJSF determination.

•  Improvements w.r.t to1 fb-1 2d :

‣ The total systematic uncertainty is reduced by 
40%

‣ Better modeling of underlying partonic 
quantities

• Result:

‣ Nuisances:
✦ jet energy scale factor:

✦ b-jet-to-light jet fraction:
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4.7 fb-1, √ s = 7  TeV,  ATLAS-CONF-2013-046

mtop = 172.31 ± 0.75(stat+JSF+bJSF) ± 1.35(syst) GeV

JSF = 1.014± 0.003(stat) ± 0.021(syst)

bJSF = 1.006± 0.008(stat) ± 0.020(syst)
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Top Polarization I LC2013
• Motivations:

‣ the top (anti-top) produced almost unpolarized in t t̅ production

‣ In BSM models polarized top quarks can be produced

• Method and Extraction

‣  lepton polar angle (top rest frame) θᵢ :

17

Top quark polarization (7 TeV, 4.66 fb−1, ATLAS-CONF-2012-133)

In SM top quarks are produced almost unpolarized
In some BSM scenarios, top quarks are produced polarized
Polarization was measured in l+jets using θl , polar angle of
the lepton in the top quark rest frame:

f =
1

2
+

N(cos θl > 0)− N(cos θl < 0)

N(cos θl > 0) + N(cos θl < 0)

f is measured using
template fit method:
fully positively VS.
negatively polarized
top quarks

SM expectation:
fSM = 0.5

 

500

1000

1500

2000

2500

3000

3500

4000

Ev
en

ts
 / 

0.
1 

 Data
tt

W+jets
Single top
Z+jets
Diboson
Fake Leptons

 Syst. Unc.Stat 

-1 L dt = 4.66 fb

 = 7 TeVs

ATLAS
Preliminary

)lcos(
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

R
at

io

0.8
1

1.2

)lcos(
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

En
tri

es
 / 

0.
1

0

500

1000

1500

2000

2500

3000

3500

4000
Data
Fit

p=0
p=+1
p=-1

ATLAS Preliminary
-1L dt = 4.66 fb

=7 TeVs

Results of the fit: f = 0.470±0.009(stat)+0.023
−0.032(syst)
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f =
1

2
+

N(cos(θi) > 0)−N(cos(θi) < 0)

N(cos(θi) > 0) +N(cos(θi) < 0)

4.7 fb-1 √ s = 7  TeV ATLAS-CONF-2012-133

with the highest event probability is chosen and used to interpret both top quark decays in that event. A
comparison of the event probability distribution for the best permutation of data and simulation is shown
in Fig. 2; the large number of events with values near one correspond to events in which the probabil-
ity for one permutation completely dominates all others, while the rest of the distribution corresponds
to cases in which two or more permutations have comparable probabilities. Comparisons of the recon-
structed kinematic quantities for the b-quark assigned to the leptonically decaying W and the neutrino
are shown in Figs. 3 and 4. The expected distribution of cos θ� is compared with data in Fig. 5, which is
obtained after acceptance and efficiency if one starts with a flat distribution at generator level.
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Figure 2: Comparison between data and expectation of the configuration with the highest event proba-
bility. Also shown is the ratio of the data to the expectation. The shaded regions represent the error on
the prediction.

5 Polarisation Template Fit

A template fit to the data is performed in the variable cos θ�, using templates based on fully positively and
negatively polarised top quarks, added to the background expectation to extract a value for the fraction
of positively polarised top quarks. The signal templates are created by reweighting the simulated signal
events so that the generated distributions of cos θ� are equal to 1

2 (1 + cos θ�) and 1
2 (1 − cos θ�). Each

of the backgrounds described in Section 3.2 are modelled with a separate template with their individ-
ual normalisation uncertainties treated as systematic uncertainties. A simultaneous extended maximum
likelihood fit to the e+jets and µ+jets sample is used to extract f , the fraction of positively polarised top
quarks. The SM value of no polarisation corresponds to f = 0.5. The fit is performed for positively and
negatively charged leptons both separately and jointly. The tt̄ production cross-section is allowed to vary
in order to reduce the influence of normalisation uncertainties on the result. The influence of each source
of systematic uncertainty is evaluated by varying the templates for each uncertainty separately up and
down by one standard deviation and repeating the fit over ensembles of pseudo-data generated from the
data. In the case where an uncertainty is taken as the difference between two points, it is symmetrised
around the nominal value. The width of the distribution over many pseudo-data sets of differences be-

6
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Top quark polarization (7 TeV, 4.66 fb−1, ATLAS-CONF-2012-133)

In SM top quarks are produced almost unpolarized
In some BSM scenarios, top quarks are produced polarized
Polarization was measured in l+jets using θl , polar angle of
the lepton in the top quark rest frame:

f =
1

2
+

N(cos θl > 0)− N(cos θl < 0)

N(cos θl > 0) + N(cos θl < 0)

f is measured using
template fit method:
fully positively VS.
negatively polarized
top quarks

SM expectation:
fSM = 0.5

 

500

1000

1500

2000

2500

3000

3500

4000

Ev
en

ts
 / 

0.
1 

 Data
tt

W+jets
Single top
Z+jets
Diboson
Fake Leptons

 Syst. Unc.Stat 

-1 L dt = 4.66 fb

 = 7 TeVs

ATLAS
Preliminary

)lcos(
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

R
at

io

0.8
1

1.2

)lcos(
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

En
tri

es
 / 

0.
1

0

500

1000

1500

2000

2500

3000

3500

4000
Data
Fit

p=0
p=+1
p=-1

ATLAS Preliminary
-1L dt = 4.66 fb

=7 TeVs

Results of the fit: f = 0.470±0.009(stat)+0.023
−0.032(syst)
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Top Polarization II LC2013
• Template fit :

‣ extraction of degree of polarization:

‣ templates: 

✦ fully positive and negative polarization 

• Systematic Uncertainties:

‣ Resolution and Calibration scales

‣ Leading Jet reconstruction

• Results:

‣ Consistent with S.M. prediction of f  = 0.5
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f = 0.470 ± 0.009(stat) +0.023
−0.032(syst)

αp = 2f − 1

4.7 fb-1 , √ s = 7 , TeV ATLAS-CONF-2012-133

Table 3: Summary of the systematic uncertainties on f in the lepton plus jets final state. The jet recon-
struction is dominated by the energy scale uncertainty, while the signal modeling is dominated by the
uncertainty in the top quark mass.

Source ∆ f
Lepton reconstruction +0.002 -0.003

Jet reconstruction +0.018 -0.028
Emiss

T reconstruction +0.001 -0.003
Signal modelling +0.011 -0.012

W+jets shape +0.004 -0.004
Fake lepton shape +0.004 -0.005

Monte Carlo background cross section +0.002 -0.002
Template statistical uncertainty +0.004 -0.004

Total systematic +0.023 -0.032

13

αp = −0.060± 0.018(stat)+0.046
−0.064(syst)
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t t̅ Spin Correlation I LC2013
• τtop < O(1) of αs time scale, decay 

before hadronization:

‣ spin at production transferred to decay 
products.

‣ t and  t ̅ spins for t t ̅ production 
correlated under the S.M. 

‣ The tt ̄ decay in W+W−b ̄b+→ l+ν l−ν b-b+  
channel produces charged leptons

‣ correlations in azimuthal angle, ∆φ, in 
the laboratory frame 

• Analysis extracts degree of correlation :

‣ fractional difference in number of aligned and anti aligned events top quarks

19

Observation of spin correlation in tt̄ events from pp collisions
at

√

s = 7 TeV using the ATLAS detector
(Dated: January 25, 2013)

A measurement of spin correlation in tt̄ production is reported using data collected with the
ATLAS detector at the LHC, corresponding to an integrated luminosity of 2.1 fb−1. Candidate
events are selected in the dilepton topology with large missing transverse energy and at least two
jets. The difference in azimuthal angle between the two charged leptons in the laboratory frame is
used to extract the correlation between the top and antitop quark spins. In the helicity basis the
measured degree of correlation corresponds to Ahelicity = 0.40+0.09

−0.08 , in agreement with the next-to-
leading-order Standard Model prediction. The hypothesis of zero spin correlation is excluded at 5.1
standard deviations.

PACS numbers: 14.65.Ha, 12.38.Qk, 13.85.Qk

The top quark was discovered in 1995 [1, 2] at the
Tevatron proton-antiproton collider. The lifetime of the
top quark is at least an order of magnitude shorter than
the timescale for strong interactions, implying that the
top quark decays before hadronization [3–7]. Therefore
the spin of the top quark at production is transferred
to its decay products and can be measured directly via
their angular distributions [4]. While the polarization of
t and t̄ quarks in a hadronically produced tt̄ sample is
predicted to be very small, their spins are predicted to
be correlated [8–10]. In this Letter the hypothesis that
the correlation of the spin of top and antitop quarks in
tt̄ events is as expected in the Standard Model (SM),
as opposed to the hypothesis that they are uncorrelated,
is tested. This tests the precise predictions of tt̄ pair
production and of top quark decay, which is expected
to occur before its spin is flipped by the strong interac-
tion [9–13]. Many scenarios of new physics beyond the
SM predict different spin correlations whilst keeping the
tt̄ production cross section within experimental and theo-
retical bounds [14–18]. For example, the spin correlation
measured in this Letter may differ from the SM if the tt̄
pairs were produced via the exchange of a virtual heavy
scalar Higgs boson [19] or if the top quark decayed into a
scalar charged Higgs boson and a b-quark (t → H+b) [20].

At the LHC tt̄ production occurs mostly through the
gg → tt̄ channel. At low tt̄ invariant mass it is dominated
by the fusion of like-helicity gluon pairs which produce
top quarks in the left-left or right-right helicity configu-
rations [13]. When these decay via tt̄ → W+W−bb̄ →
l+νl−ν̄bb̄ they produce charged leptons which possess
correlations in azimuthal angle, ∆φ [21], in the labora-
tory frame [13]. In contrast, at the Tevatron production
via qq̄ annihilation dominates. The different production
mechanisms and center-of-mass energies make a measure-
ment of the spin correlation at both colliders complemen-
tary [22]. Both the CDF and DØ Collaborations have
performed measurements of the spin correlation [23–25],
with a recent analysis by the DØ Collaboration reporting
evidence for the presence of spin correlation in tt̄ events
with a significance of 3.1 standard deviations [26].

The azimuthal angle between charged leptons is well

measured by the ATLAS detector and does not require
reconstruction of the top quarks. Figure 1 shows the dis-
tribution of charged lepton ∆φ for generated events at
parton level for

√
s = 7 TeV, using MC@NLO [27–29] with

the CTEQ6.6 parton distribution function (PDF) [30]
and a top quark mass of 172.5 GeV. It compares the SM
prediction (solid line) to a scenario with no spin correla-
tion between top and antitop quarks (dashed line).

!"
0 0.5 1 1.5 2 2.5 3

)!
"

/d
(

#
) d
#

(1
/

0

0.1

0.2

0.3

0.4

0.5

0.6

 (SM)tt
 (uncorrelated)tt

ATLAS Simulation

FIG. 1. Normalized reconstructed charged lepton ∆φ distri-
bution for generated events at parton level for

√
s = 7 TeV

using MC@NLO. The two histograms show the SM and uncor-
related spin scenarios.

The degree of correlation,A, is defined as the fractional
difference between the number of events where the top
and antitop quark spin orientations are aligned and those
where the top quark spins have opposite alignment,

A =
N(↑↑) +N(↓↓)−N(↑↓)−N(↓↑)
N(↑↑) +N(↓↓) +N(↑↓) +N(↓↑)

. (1)

The arrows denote the spins of the top and antitop quarks
with respect to a chosen quantization axis. This analysis
uses a fit to templates constructed from simulated event
samples to determine the amount of spin correlation from

Spin Correlation (7 TeV, 2.1 fb−1, PRL 108, 212001 (2012))

tt̄ → l+νb, l−νb̄ produce charged leptons possessing
correlations in azimuthal angle, ∆φ

The degree of spin correlation of tt̄, A ≡ N(↑↑)+N(↓↓)−N(↑↓)−N(↓↑)
N(↑↑)+N(↓↓)+N(↑↓)+N(↓↑)
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ATLAS
-1 Ldt = 2.1 fb

Ameasured = ASM · f SM

The fit includes a linear superposition:
f SM × ( SM prediction ) +
(1− f SM)× ( uncorrelated model )

The four di-lepton channels fitted
simultaneously to get a common f SM

f SM = 1.30±0.14(stat)+0.27
−0.22(syst)

Ameasured = 0.40±0.04(stat)+0.08
−0.07(syst)

Zero tt̄ spin correlation is excluded with a significance of 5.1σ

DØ Collaboration reported the evidence with a significance of 3.1σ
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2.1 fb−1 √ s = 7  TeV PRL 108, 212001 (2012)
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Spin Correlation (7 TeV, 2.1 fb−1, PRL 108, 212001 (2012))

tt̄ → l+νb, l−νb̄ produce charged leptons possessing
correlations in azimuthal angle, ∆φ

The degree of spin correlation of tt̄, A ≡ N(↑↑)+N(↓↓)−N(↑↓)−N(↓↑)
N(↑↑)+N(↓↓)+N(↑↓)+N(↓↑)
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ATLAS
-1 Ldt = 2.1 fb

Ameasured = ASM · f SM

The fit includes a linear superposition:
f SM × ( SM prediction ) +
(1− f SM)× ( uncorrelated model )

The four di-lepton channels fitted
simultaneously to get a common f SM

f SM = 1.30±0.14(stat)+0.27
−0.22(syst)

Ameasured = 0.40±0.04(stat)+0.08
−0.07(syst)

Zero tt̄ spin correlation is excluded with a significance of 5.1σ

DØ Collaboration reported the evidence with a significance of 3.1σ

La Thuile 2013 (Feb 24 - Mar 2, 2013) Measurements of Top Quark Properties in ATLAS 6/23

t t̅ Spin Correlation II LC2013
• Template fit on Δϕ distributions

‣ linear superposition of template modeling the 
correlated (fSM) and uncorrected (1- fSM)  
hypotheses

• Result projected in helicity basis:

‣ helicity base (quark direction of flight in the 
C.M.)

‣ Consistent with S.M. prediction 

• First Observation
‣ No correlation hypothesis excluded at 5.1σ 
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5

tainty is calculated by combining all systematic uncer-
tainties in quadrature.

TABLE II. Summary of the effect of statistical and systematic
uncertainties on the measured value of fSM for the combined
fit.

Uncertainty source ∆fSM

Data statistics ±0.14
MC simulation template statistics ±0.09

Luminosity ±0.01
Lepton ±0.01

Jet energy scale, resolution and efficiency ±0.12
NLO generator ±0.08

Parton shower and fragmentation ±0.08
ISR/FSR ±0.07

PDF uncertainty ±0.07
Top quark mass ±0.01
Fake leptons +0.16/−0.07

Calorimeter readout ±0.01

All systematics +0.27/−0.22
Statistical + Systematic +0.30/−0.26

The measured value of fSM for the combined fit is
found to be 1.30 ± 0.14 (stat) +0.27

−0.22 (syst). This can
be used to obtain a value for Ameasured

basis by applying it
as a multiplicative factor to the NLO QCD prediction of
Abasis using Ameasured

basis = ASM
basis ·fSM, where the subscript

‘basis’ indicates a chosen spin basis [11]. For the helicity
basis this results in Ahelicity = 0.40 ± 0.04 (stat) +0.08

−0.07
(syst), and for the maximal basis Amaximal = 0.57± 0.06
(stat) +0.12

−0.10 (syst), where the SM predictions are 0.31 and
0.44 respectively. MC simulation pseudo-experiments in-
cluding systematic uncertainties are used to calculate the
probability that a value of fSM or larger is measured us-
ing the assumption of fSM = 0. For the observed limit
the value of fSM measured in data is used and for the ex-
pected limit a value of fSM = 1 is used. The hypothesis
of zero tt̄ spin correlation is excluded with a significance
of 5.1 standard deviations. The expected significance is
4.2 standard deviations.
In conclusion, the first measurement of tt̄ spin corre-

lation at the LHC has been presented using 2.1 fb−1 of
ATLAS data in the dilepton decay topology. A template
fit is performed to the ∆φ distribution and the measured
value of fSM = 1.30± 0.14 (stat) +0.27

−0.22 (syst) is consistent
with the SM prediction. The data are inconsistent with
the hypothesis of zero spin correlation with a significance
of 5.1 standard deviations.
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Wtb vertex probes LC2013
• Top physics:

‣ direct probe of couplings in the Wtb vertex 

• Most general S.M. Lagrangian at tree level:

‣ VL ~Vtb~1 

‣ while the anomalous couplings VR = gR,L = 0

• Deviations from:

‣ W polarization fractions 

‣ Lepton Angular asymmetries from the W decay

21

1 Introduction

This note presents a search for charge-parity (CP) violation by probing the couplings of the top quark
in the Wtb1 vertex at the ATLAS experiment [1] at the LHC. CP violation was first observed in 1964 in
decays of neutral kaons [2] and later also in B decays [3, 4].

In cosmology CP violation is usually an essential ingredient to explain the baryon asymmetry of
the universe [5]. However, the known sources of CP violation in the kaon and B decays are thought to
be too weak to account for the observed asymmetry. New sources of CP violation, not foreseen by the
Standard Model (SM), are therefore searched for at B factories, hadron colliders and neutrino oscillation
experiments.

This analysis is based on the measurement of an asymmetry in the angular distribution of the charged
lepton from the W decay in the single top quark t-channel (see Figure 1). The theoretical framework is
presented in detail in Ref. [6] and is summarised below.
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Figure 1: Representative Feynman diagrams for t-channel single top quark production. The initial-state
b-quark stems from a b sea quark (a) or from a gluon splitting into a bb pair (b).

At hadron colliders, top quarks are produced mainly in pairs via the flavour-conserving strong inter-
action. Alternative production modes proceed via the weak interaction involving aWtb vertex, leading to
a single top quark intermediate state. Single top quark production can be described by three processes:
the exchange of a virtual W boson in the t-channel (see Figure 1) or in the s-channel and the associated
production of a top quark and an on-shell W boson in the Wt-channel. At the LHC, colliding protons at√
s = 7 TeV, the production cross-sections for the single top processes are calcutated at next-to-leading

order (NLO) QCD with resummed next-to-next-to-leading logarithmic (NNLL) accuracy, called approx-
imate next-to-next-to-leading order (NNLO) in the following. They are found to be: 64.6+2.7−2.0 pb [7] for
the t-channel, 15.7±1.1 pb [8] for the Wt-channel and 4.63+0.19−0.17 pb [9] for the s-channel. As the heaviest
known elementary particle and due to its short lifetime (about 20 times shorter than the timescale for
strong interactions) the top quark decays before hadronising and in the SM it decays almost exclusively
to aW boson and a b-quark. Probing the couplings of theWtb vertex offers an interesting window to new
physics and single top quark events provide a direct probe of these couplings.

In the most general effective operator framework the Wtb vertex can be written as [10, 11]:

LWtb = −
g
√
2
bγµ (VLPL + VRPR) tW−µ −

g
√
2
b
iσµνqν
mW

(gLPL + gRPR) tW−µ + h.c. (1)

In this formula, g is the weak coupling constant, mW is the mass and qν the four momentum of theW
boson. PL,R ≡ (1 ∓ γ5)/2 are the left and right-handed projection operators and σµν = [γµ, γν]/2. VL,R
and gL,R are the left and right-handed vector and tensor couplings, respectively.

1In this note, W, b and t stand forW boson, bottom quark and top quark, respectively.

1
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W helicity: template fit (7 TeV, 1.04 fb−1, JHEP 1206 (2012) 088 )

In t → Wb, W polarization can be longitudinal, left or right-handed

The angular distribution is:
1
σ

dσ
dcos(θ∗) = 3

4(1− cos2θ∗)F0 +
3
8(1− cosθ∗)2FL +

3
8(1 + cosθ∗)2FR

Method 1: comparing the observed cosθ∗ distribution with templates for
W boson helicity states obtained from simulation
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W helicity I LC2013
• W polarization can be longitudinal, left or right-handed

• Angular distribution:

• Method I: W helicity states templates from cosθ*
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Figure 4. Distributions of the reconstructed cos θ∗ used in the template method for data (markers),
fitted background (dotted line), the Standard Model prediction (dashed line) and the best fit value
(solid line) for the (left) single-lepton and (right) dilepton channels. The total uncertainties on the
helicity fractions for the best fit values are represented by the grey band. For the dilepton channels,
each event contributed with two entries, corresponding to the two leptonic decays of the W bosons.

template method as well as the Standard Model expectations. Figure 5 shows the distribu-

tion of cos θ∗ in the single-lepton and dilepton channels after the background subtraction

and the correction for detector and reconstruction effects as used by the asymmetry method

as well as the Standard Model expectations.

The combination of the individual measurements of the W boson helicity fractions (F0

and FL) and asymmetries (A+ and A−) in the single-lepton and dilepton channels was

done using the best linear unbiased estimator (BLUE) method [53, 54]. The impact of the

systematic uncertainties described in Section 5 was studied and the results are summarized

in Table 4, which also gives the combination of all channels for each method. The results

are compatible with each other and with the final combination. In addition, the template fit

was repeated with FR fixed to zero3. With the precision of the current measurements, this

differs negligibly from the Standard Model value, and also follows the approach suggested

in Ref [13]. The results can also be found in Table 4.

The results for the angular asymmetries from the single-lepton channels are A+ =

0.52 ± 0.02 (stat.) ± 0.03 (syst.) and A− = −0.84 ± 0.01 (stat.) ± 0.02 (syst.) whereas the

results for the dilepton channels are A+ = 0.56 ± 0.02 (stat.) ± 0.04 (syst.) and A− =

−0.84 ± 0.02 (stat.) ± 0.04 (syst.).

Most of the measurements and the combined result are limited by systematic uncer-

tainties. The largest sources of uncertainty are the signal and background modelling, as

well as the jet energy scale and jet reconstruction. The template fits are more sensitive

3In the evaluation of the angular asymmetries no assumption is made for the helicity fractions, so it is

not possible to fix FR to zero.
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each event contributed with two entries, corresponding to the two leptonic decays of the W bosons.

template method as well as the Standard Model expectations. Figure 5 shows the distribu-

tion of cos θ∗ in the single-lepton and dilepton channels after the background subtraction

and the correction for detector and reconstruction effects as used by the asymmetry method

as well as the Standard Model expectations.

The combination of the individual measurements of the W boson helicity fractions (F0

and FL) and asymmetries (A+ and A−) in the single-lepton and dilepton channels was

done using the best linear unbiased estimator (BLUE) method [53, 54]. The impact of the

systematic uncertainties described in Section 5 was studied and the results are summarized

in Table 4, which also gives the combination of all channels for each method. The results

are compatible with each other and with the final combination. In addition, the template fit

was repeated with FR fixed to zero3. With the precision of the current measurements, this

differs negligibly from the Standard Model value, and also follows the approach suggested

in Ref [13]. The results can also be found in Table 4.

The results for the angular asymmetries from the single-lepton channels are A+ =

0.52 ± 0.02 (stat.) ± 0.03 (syst.) and A− = −0.84 ± 0.01 (stat.) ± 0.02 (syst.) whereas the

results for the dilepton channels are A+ = 0.56 ± 0.02 (stat.) ± 0.04 (syst.) and A− =

−0.84 ± 0.02 (stat.) ± 0.04 (syst.).

Most of the measurements and the combined result are limited by systematic uncer-

tainties. The largest sources of uncertainty are the signal and background modelling, as

well as the jet energy scale and jet reconstruction. The template fits are more sensitive

3In the evaluation of the angular asymmetries no assumption is made for the helicity fractions, so it is

not possible to fix FR to zero.
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W helicity: template fit (7 TeV, 1.04 fb−1, JHEP 1206 (2012) 088 )

In t → Wb, W polarization can be longitudinal, left or right-handed

The angular distribution is:
1
σ

dσ
dcos(θ∗) = 3

4(1− cos2θ∗)F0 +
3
8(1− cosθ∗)2FL +

3
8(1 + cosθ∗)2FR

Method 1: comparing the observed cosθ∗ distribution with templates for
W boson helicity states obtained from simulation
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Figure 5. Unfolded distributions of cos θ∗ for the (left) single-lepton and (right) dilepton channels.
The error bars on unfolded data (markers) include both the statistical and systematic contributions.
For comparison, the Standard Model NNLO QCD prediction (dashed line) and its uncertainty [4]
are also shown.

Table 4. Summary of the W boson helicity fractions measured using the two different techniques
described and the combination. The quoted uncertainties are the statistical (first) and the system-
atic (second) uncertainties.

Channel F0 FL FR

W boson helicity fractions from the template fit

Single leptons 0.57 ± 0.06 ± 0.09 0.37 ± 0.03 ± 0.04 0.07± 0.03 ± 0.06

Dileptons 0.92 ± 0.10 ± 0.10 0.17 ± 0.06 ± 0.07 −0.09± 0.05 ± 0.06

Combination 0.66 ± 0.06 ± 0.07 0.33 ± 0.03 ± 0.03 0.01± 0.03 ± 0.06

FR fixed 0.66 ± 0.03 ± 0.04 0.34 ± 0.03 ± 0.04 0 (fixed)

W boson helicity fractions from the angular asymmetries

Single leptons 0.66 ± 0.03 ± 0.08 0.33 ± 0.02 ± 0.05 0.01± 0.01 ± 0.04

Dileptons 0.74 ± 0.06 ± 0.10 0.27 ± 0.03 ± 0.05 −0.01± 0.03 ± 0.05

Combination 0.67 ± 0.04 ± 0.07 0.32 ± 0.02 ± 0.04 0.01± 0.02 ± 0.04

Overall combination 0.67 ± 0.03 ± 0.06 0.32 ± 0.02 ± 0.03 0.01± 0.01 ± 0.04

to shape-related uncertainties, such as ISR/FSR and jet reconstruction, while the angu-

lar asymmetries are more sensitive to background normalization uncertainties, due to the

background subtraction which needs to be performed.

6.1 Combination

The results presented in the previous sections were combined using the BLUE method.

Both the statistical correlations between analyses, and the correlations of systematic uncer-
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W helicity II LC2013
• Method II: Measurement of angular distributions

• χ² minimization in reconstruction of single lepton 
events:

‣ σt=14 GeV σW=10 GeV

‣ Four non-uniform bins in A± 

‣ Count events above and below z

‣ Correction factors: selection and reconstruction 
effects 

‣ Conversion to W helicity fraction:
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Figure 3. Distributions of cos θ∗ for each of the three simulated signal templates. The templates
for the combined (left) single-lepton and (right) dilepton channels are shown.

4.2 Measurement using the angular asymmetries

The angular asymmetries were measured using the cos θ∗ distribution obtained by recon-

structing the events with a χ2 minimization technique in the single-lepton channels [44].

The χ2 was defined according to:

χ2 =
(m!νja −mt)2

σ2
t

+
(mjbjcjd −mt)2

σ2
t

+
(m!ν −mW )2

σ2
W

+
(mjcjd −mW )2

σ2
W

, (4.3)

where mt = 172.5 GeV, mW = 80.4 GeV, σt = 14 GeV and σW = 10 GeV are the expected

top quark and W boson mass resolutions, $ represents the selected electron or muon, m!ν

is the invariant mass of the electron (muon) and the neutrino, and ja,b,c,d corresponds to all

possible combinations of four jets among all selected jets in the event (with m!νja , mjbjcjd

andm!νja being the corresponding invariant masses). The neutrino was reconstructed using

the missing transverse energy, with the longitudinal component of the neutrino momentum

(pνz ) allowed to vary. The solution corresponding to the minimum χ2 value is chosen. No

b-tagging information was used in resolving the ambiguities in assigning jets.

The method described in the previous subsection was used to reconstruct dilepton tt̄

events.

For the measurement of the angular asymmetries, A+ and A−, the cos θ∗ distribution

was divided into four non-uniform bins, which were used to count the number of events

above and below z = ±(1 − 22/3), as defined in Equation 1.2. A background subtraction

in the observed cos θ∗ distribution was performed. Subsequently, the following steps were

applied iteratively: the number of reconstructed events above and below cos θ∗ = z were

counted in data for each asymmetry and correction factors were evaluated by comparing

the Standard Model expectation with the reconstructed number of simulated tt̄ events.

These factors allowed corrections to be made for event selection and reconstruction effects.

The obtained angular asymmetries were then converted into W boson helicity fractions
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W helicity: angular asymmetry (7 TeV, 1.04 fb−1, JHEP 1206 (2012) 088 )

Method 2: polarization of the W bosons can also be obtained through
angular asymmetry:

A± = N(cosθ∗>z±)−N(cosθ∗<z±)
N(cosθ∗>z±)+N(cosθ∗<z±) ; z± = ±(1− 22/3)

Iterative unfolding procedure until the method converges, backgrounds
are subtracted before that

In l+jets:
� A+ = 0.52± 0.02(stat.)± 0.03(syst.)
� A− = −0.84± 0.01(stat.)± 0.02(syst.)

In dilepton:
� A+ = 0.56± 0.02(stat.)± 0.04(syst.)
� A− = −0.84± 0.02(stat.)± 0.04(syst.)

Systematic: lepton misidentification,
jet energy scale, MC modeling
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At the same precision level as Tevatron combination and CMS result
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Figure 5. Unfolded distributions of cos θ∗ for the (left) single-lepton and (right) dilepton channels.
The error bars on unfolded data (markers) include both the statistical and systematic contributions.
For comparison, the Standard Model NNLO QCD prediction (dashed line) and its uncertainty [4]
are also shown.

Table 4. Summary of the W boson helicity fractions measured using the two different techniques
described and the combination. The quoted uncertainties are the statistical (first) and the system-
atic (second) uncertainties.

Channel F0 FL FR

W boson helicity fractions from the template fit

Single leptons 0.57 ± 0.06 ± 0.09 0.37 ± 0.03 ± 0.04 0.07± 0.03 ± 0.06

Dileptons 0.92 ± 0.10 ± 0.10 0.17 ± 0.06 ± 0.07 −0.09± 0.05 ± 0.06

Combination 0.66 ± 0.06 ± 0.07 0.33 ± 0.03 ± 0.03 0.01± 0.03 ± 0.06

FR fixed 0.66 ± 0.03 ± 0.04 0.34 ± 0.03 ± 0.04 0 (fixed)

W boson helicity fractions from the angular asymmetries

Single leptons 0.66 ± 0.03 ± 0.08 0.33 ± 0.02 ± 0.05 0.01± 0.01 ± 0.04

Dileptons 0.74 ± 0.06 ± 0.10 0.27 ± 0.03 ± 0.05 −0.01± 0.03 ± 0.05

Combination 0.67 ± 0.04 ± 0.07 0.32 ± 0.02 ± 0.04 0.01± 0.02 ± 0.04

Overall combination 0.67 ± 0.03 ± 0.06 0.32 ± 0.02 ± 0.03 0.01± 0.01 ± 0.04

to shape-related uncertainties, such as ISR/FSR and jet reconstruction, while the angu-

lar asymmetries are more sensitive to background normalization uncertainties, due to the

background subtraction which needs to be performed.

6.1 Combination

The results presented in the previous sections were combined using the BLUE method.

Both the statistical correlations between analyses, and the correlations of systematic uncer-
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A+ = 3β [F0 + 1(1 + β)FR]

A− = −3β [F0 + 1(1 + β)FL]

β = (2
1
3 − 1)
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W helicity III LC2013
• Combination 
‣ Including correlated effects
‣ Agreement with S.M. prediction

• No deviations in anomalous 
couplings from the Standard Model:
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Figure 7. Allowed regions at 68% and 95% confidence level (CL) for the Wtb anomalous couplings
gL and gR. In the Standard Model, the anomalous couplings vanish at tree level [59].

Re (VR) ∈ [−0.20, 0.23] →
Re (C33

φφ)

Λ2
∈ [−6.7, 7.8] TeV−2 ,

Re (gL) ∈ [−0.14, 0.11] →
Re (C33

dW )

Λ2
∈ [−1.6, 1.2] TeV−2 ,

Re (gR) ∈ [−0.08, 0.04] →
Re (C33

uW )

Λ2
∈ [−1.0, 0.5] TeV−2 .

The considered W boson helicity observables also allow a second region for gR when the

remaining anomalous couplings vanish: Re (gR) ∈ [0.75, 0.80] at 95% confidence level.

It should be noticed, however, that such large coupling values would imply a single top

production cross-section value disfavored by the Tevatron measurements [17, 57, 58]. Using

a Bayesian approach [60], the measurement of the W boson helicity fractions with FR

fixed at zero, was translated into a 95% probability interval on Re (C33
uW )/Λ2, as proposed

in Ref.[13]. This interval was found to be [−0.9, 2.3] TeV−2.

It can be seen that the limits on C33
dW (mediating the production of right-handed b-

quarks in the top decay) are of the same order of magnitude as the limits on C33
uW (involving

left-handed quarks). This reflects a good sensitivity to the effective operator corresponding

to C33
dW , even if its contribution is suppressed by 1/Λ2 instead of 1/Λ [61].

These limits are more stringent than those obtained by the DØ Collaboration [58,

62]4. Indirect, model-dependent limits on the anomalous couplings have been inferred from

measurements of radiative B-meson decays, measurements of BB̄-mixing and electroweak

4The limits from the DØ Collaboration were derived assuming a massless b-quark.
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Figure 5. Unfolded distributions of cos θ∗ for the (left) single-lepton and (right) dilepton channels.
The error bars on unfolded data (markers) include both the statistical and systematic contributions.
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are also shown.

Table 4. Summary of the W boson helicity fractions measured using the two different techniques
described and the combination. The quoted uncertainties are the statistical (first) and the system-
atic (second) uncertainties.

Channel F0 FL FR

W boson helicity fractions from the template fit

Single leptons 0.57 ± 0.06 ± 0.09 0.37 ± 0.03 ± 0.04 0.07± 0.03 ± 0.06

Dileptons 0.92 ± 0.10 ± 0.10 0.17 ± 0.06 ± 0.07 −0.09± 0.05 ± 0.06

Combination 0.66 ± 0.06 ± 0.07 0.33 ± 0.03 ± 0.03 0.01± 0.03 ± 0.06

FR fixed 0.66 ± 0.03 ± 0.04 0.34 ± 0.03 ± 0.04 0 (fixed)

W boson helicity fractions from the angular asymmetries

Single leptons 0.66 ± 0.03 ± 0.08 0.33 ± 0.02 ± 0.05 0.01± 0.01 ± 0.04

Dileptons 0.74 ± 0.06 ± 0.10 0.27 ± 0.03 ± 0.05 −0.01± 0.03 ± 0.05

Combination 0.67 ± 0.04 ± 0.07 0.32 ± 0.02 ± 0.04 0.01± 0.02 ± 0.04

Overall combination 0.67 ± 0.03 ± 0.06 0.32 ± 0.02 ± 0.03 0.01± 0.01 ± 0.04

to shape-related uncertainties, such as ISR/FSR and jet reconstruction, while the angu-

lar asymmetries are more sensitive to background normalization uncertainties, due to the

background subtraction which needs to be performed.

6.1 Combination

The results presented in the previous sections were combined using the BLUE method.

Both the statistical correlations between analyses, and the correlations of systematic uncer-
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Re (gR) ∈ [−0.08, 0.04] →
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Λ2
∈ [−1.0, 0.5] TeV−2 .

The considered W boson helicity observables also allow a second region for gR when the

remaining anomalous couplings vanish: Re (gR) ∈ [0.75, 0.80] at 95% confidence level.

It should be noticed, however, that such large coupling values would imply a single top

production cross-section value disfavored by the Tevatron measurements [17, 57, 58]. Using

a Bayesian approach [60], the measurement of the W boson helicity fractions with FR

fixed at zero, was translated into a 95% probability interval on Re (C33
uW )/Λ2, as proposed

in Ref.[13]. This interval was found to be [−0.9, 2.3] TeV−2.

It can be seen that the limits on C33
dW (mediating the production of right-handed b-

quarks in the top decay) are of the same order of magnitude as the limits on C33
uW (involving

left-handed quarks). This reflects a good sensitivity to the effective operator corresponding

to C33
dW , even if its contribution is suppressed by 1/Λ2 instead of 1/Λ [61].

These limits are more stringent than those obtained by the DØ Collaboration [58,

62]4. Indirect, model-dependent limits on the anomalous couplings have been inferred from

measurements of radiative B-meson decays, measurements of BB̄-mixing and electroweak

4The limits from the DØ Collaboration were derived assuming a massless b-quark.
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Single Top CP  Violation LC2013
• Limits on the Wtb vertex in t t ̅ events 

‣ Not sensitive to all anomalous couplings, especially 
if CP-violating component

‣ Non-SM contributions have sizable CP-violating 
components

• Asymmetry: 

‣ Forward/Backwards asymmetry: 

✦ cos θN w.r.t to the plane of p(W) and top 
polarization

✦ Full Reconstruction of top and W needed

‣ AFB relates to I(gR) 
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Figure 5: Reconstructed cos θN angular distribution obtained at selection level for electron (left) and
muon (right) channels. ATLAS data, simulated signal and different background contributions are shown.
The uncertainties shown on the prediction take into account MC statistics and the 50% systematic uncer-
tainty on the normalization of the multijet background.
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Figure 6: Angular distribution for the combined electron and muon channel. ATLAS data, MC signal
and the merged backgrounds are shown. The uncertainties shown on the prediction take into account MC
statistics and the 50% systematic uncertainty on the normalization of the multijet background.

theoretical prediction.
The signal selection efficiency Aj, where j indicates the bin of the angular distribution at generator

level, is not flat. Events with cos θN closer to zero have a smaller selection efficiency. In these events
the lepton and the two jets are all in one plane and the event is less likely to pass the lepton isolation
requirement. The cos θN distribution is also smeared by an imperfect measurement of physics objects
quantities (detector acceptance or inefficiencies, the missing transverse momentum due to the neutrino
and the reconstruction of the top quark). These smearing effects lead to a migration of events between
different bins in the cos θN distribution. These migrations can be described by a migration matrix Mji
that translates reconstructed cos θN values (bin i) into the corresponding generated values (bin j); this
matrix is derived from simulated single top quark t-channel events. The number of unfolded signal
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rest frame (helicity basis). In a similar way to θ∗, the angles θN or θT are defined between the lepton in
the W boson rest frame and the new directions "N or "T , respectively. In order to measure these angular
distributions, the top quark and W boson need to be fully reconstructed since boosts to their rest frames
are performed.

It is shown in Ref. [6] that the forward-backward asymmetry in the normal direction, ANFB, is very
sensitive to the imaginary part of the anomalous coupling gR. For small values of gR and taking VL = 1
and VR = gL = 0, the relation is:

ANFB = 0.64 P I(gR) . (5)

The goal of this analysis is to measure the forward-backward asymmetry ANFB and to probe the anoma-
lous coupling gR. Currently there is no experimental limit on the imaginary part of gR. In the SM
I(gR) vanishes at leading order (LO) and including one loop electroweak corrections the prediction is
gR = (−7.17 − 1.23i) × 10−3 [16]. Note that this imaginary part is 17% of the real one and therefore one
could expect that non-SM contributions have sizable CP-violating components.

The note is organised as follows: Section 2 briefly describes the ATLAS detector. Section 3 gives an
overview of the data and simulated samples. Section 4 describes the object definition, the event selection
and the event yields. In Section 5 the major backgrounds and their estimation from data or simulation
are presented. Section 6 describes the measurement of the forward-backward asymmetry in the normal
direction. Section 7 summarises the systematic uncertainties. Section 8 shows the final results and
Section 9 presents the conclusions.

2 The ATLAS detector

The ATLAS detector is built from a set of cylindrical subdetectors, which cover almost the full solid
angle2 around the interaction point. It consists of an inner tracking detector (ID), electromagnetic and
hadronic calorimeters and a muon spectrometer. The ID comprises a silicon pixel detector, a silicon
microstrip detector and a transition radiation tracker. It is surrounded by a superconducting solenoid
providing a 2 T magnetic field. The ID is used for reconstruction of tracks and primary vertices and plays
a crucial role in b-quark jet identification. The ID is surrounded by liquid-argon (LAr) electromagnetic
(EM) sampling calorimeters with high granularity. An iron/scintillator tile calorimeter provides hadronic
energy measurements in the central pseudorapidity range (|η| < 1.7). The end-cap and forward regions
are instrumented with LAr calorimeters for both electromagnetic and hadronic energy measurements up
to |η| = 4.9. The information from the calorimeters and the inner tracking detector is used for electron
identification and jet reconstruction. The calorimeter system is surrounded by a muon spectrometer (MS)
incorporating a system of air-core superconducting toroid magnet assemblies. Since the signal channel
of this analysis contains leptons (electrons, muons), heavy and light flavour jets3 and missing transverse
momentum (EmissT ) all ATLAS detector components are used.

2In the right-handed ATLAS coordinate system, the pseudorapidity η is a coordinate describing the angle of a particle
relative to the LHC beamline and it is defined as η = −ln [tan (Θ/2)], where the polar angle Θ is also measured with respect
to the beamline. The azimuthal angle φ is measured with respect to the x-axis, which points towards the center of the LHC
ring. The z-axis is parallel to the anti-clockwise beam viewed from above. Transverse momentum and energy are defined as
pT = p sin Θ and ET = E sin Θ, respectively. The ∆R is the distance defined as ∆R =

√

∆η2 + ∆φ2.
3A jet is defined as a cone of hadrons and other particles produced by the hadronisation of a quark (with the exception of

the top quark that decays before it hadronises) or a gluon. A heavy jet refers to a jet originating from either a c or a b-quark,
other jets being labelled as light jets. The jet flavour labeling is defined by the existence of a heavy quark within an angular
distance ∆R = 0.3 from the jet axis.
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8 Results

Table 3 shows the ANFB measurement before and after background subtraction and the final unfolded result
which is extracted from the distribution shown in Figure 6.

Table 3: ANFB measurement for the combined electron and muon channel. Both the statistical and system-
atic uncertainties are shown for the unfolded result.

ANFB
Data, before background subtraction 0.012 ± 0.028 (stat.)
Data, after background subtraction 0.018 ± 0.055 (stat.)
Data unfolded 0.031 ± 0.065 (stat.) +0.029−0.031 (syst.)

Using the relation between ANFB and I(gR) in Equation 5 (assuming VL = 1, VR = gL = 0 and gR
small and purely imaginary), it is possible to constrain the imaginary part of the anomalous coupling gR.
Figure 7 shows the allowed regions given by the ANFB measurement in the top quark polarisation versus
I(gR) plane. Two bands are shown corresponding to the 68% and 95% confidence level (CL). Assuming
a value of P = 0.9 for the top quark polarisation8, the first experimental limits on I(gR) are determined
to be [−0.20, 0.30] at 95% confidence level.
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Figure 7: Constraints in the top quark polarisation versus I(gR) plane from the ANFB measurement. The
allowed regions at 68% and 95% CL are shown. The SM prediction at LO (I(gR) = 0 and P = 0.9) is
also shown.

Additionally one can consider the relation between the asymmetry ANFB and the right and left-handed
helicity fractions in the normal direction which is:

ANFB =
3
4
P(FNR − F

N
L ) . (7)

8This value of the top quark polarisation is close to, but conservatively smaller than, the one predicted for the single top
t-channel production [14, 15]. Any uncertainty is explicitly neglected when computing the experimental limits on I(gR).
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Figure 8 shows the constraints in the top quark polarisation versus the difference FNR − F
N
L plane

using the same ANFB measurement. The allowed regions at 68% and 95% CL are shown.
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Figure 8: Constraints in the top quark polarisation versus the difference FNR − F
N
L plane using the A

N
FB

measurement. The allowed regions at 68% and 95% CL are shown. The SM prediction at LO (I(gR) = 0
and P = 0.9) is also presented for comparison.

9 Conclusions

A measurement of a CP-violating forward-backward asymmetry ANFB in top quark decays has been pre-
sented. The data analysed are from pp collisions at

√
s = 7 TeV recorded by the ATLAS detector at the

LHC and corresponding to an integrated luminosity of 4.66 fb−1. The measurement has been performed
in single top quark t-channel events with two jets (one being b-tagged), significant EmissT and one lepton
(electron or muon) in the final state, where top quarks are predicted to be highly polarised.

The forward-backward asymmetry measured is:

ANFB = 0.031 ± 0.065 (stat.)
+0.029
−0.031 (syst.) .

This measurement is consistent with CP invariance in top quark decays (ANFB = 0). Assuming a
value of 0.9 for the top quark polarization, this measurement is used to set a first experimental limit of
[−0.20, 0.30] on I(gR) at 95% CL. This limit is also consistent with SM predictions at leading order and
including one loop electroweak corrections [16].
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Figure 5: Reconstructed cos θN angular distribution obtained at selection level for electron (left) and
muon (right) channels. ATLAS data, simulated signal and different background contributions are shown.
The uncertainties shown on the prediction take into account MC statistics and the 50% systematic uncer-
tainty on the normalization of the multijet background.
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Figure 6: Angular distribution for the combined electron and muon channel. ATLAS data, MC signal
and the merged backgrounds are shown. The uncertainties shown on the prediction take into account MC
statistics and the 50% systematic uncertainty on the normalization of the multijet background.

theoretical prediction.
The signal selection efficiency Aj, where j indicates the bin of the angular distribution at generator

level, is not flat. Events with cos θN closer to zero have a smaller selection efficiency. In these events
the lepton and the two jets are all in one plane and the event is less likely to pass the lepton isolation
requirement. The cos θN distribution is also smeared by an imperfect measurement of physics objects
quantities (detector acceptance or inefficiencies, the missing transverse momentum due to the neutrino
and the reconstruction of the top quark). These smearing effects lead to a migration of events between
different bins in the cos θN distribution. These migrations can be described by a migration matrix Mji
that translates reconstructed cos θN values (bin i) into the corresponding generated values (bin j); this
matrix is derived from simulated single top quark t-channel events. The number of unfolded signal
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rest frame (helicity basis). In a similar way to θ∗, the angles θN or θT are defined between the lepton in
the W boson rest frame and the new directions "N or "T , respectively. In order to measure these angular
distributions, the top quark and W boson need to be fully reconstructed since boosts to their rest frames
are performed.

It is shown in Ref. [6] that the forward-backward asymmetry in the normal direction, ANFB, is very
sensitive to the imaginary part of the anomalous coupling gR. For small values of gR and taking VL = 1
and VR = gL = 0, the relation is:

ANFB = 0.64 P I(gR) . (5)

The goal of this analysis is to measure the forward-backward asymmetry ANFB and to probe the anoma-
lous coupling gR. Currently there is no experimental limit on the imaginary part of gR. In the SM
I(gR) vanishes at leading order (LO) and including one loop electroweak corrections the prediction is
gR = (−7.17 − 1.23i) × 10−3 [16]. Note that this imaginary part is 17% of the real one and therefore one
could expect that non-SM contributions have sizable CP-violating components.

The note is organised as follows: Section 2 briefly describes the ATLAS detector. Section 3 gives an
overview of the data and simulated samples. Section 4 describes the object definition, the event selection
and the event yields. In Section 5 the major backgrounds and their estimation from data or simulation
are presented. Section 6 describes the measurement of the forward-backward asymmetry in the normal
direction. Section 7 summarises the systematic uncertainties. Section 8 shows the final results and
Section 9 presents the conclusions.

2 The ATLAS detector

The ATLAS detector is built from a set of cylindrical subdetectors, which cover almost the full solid
angle2 around the interaction point. It consists of an inner tracking detector (ID), electromagnetic and
hadronic calorimeters and a muon spectrometer. The ID comprises a silicon pixel detector, a silicon
microstrip detector and a transition radiation tracker. It is surrounded by a superconducting solenoid
providing a 2 T magnetic field. The ID is used for reconstruction of tracks and primary vertices and plays
a crucial role in b-quark jet identification. The ID is surrounded by liquid-argon (LAr) electromagnetic
(EM) sampling calorimeters with high granularity. An iron/scintillator tile calorimeter provides hadronic
energy measurements in the central pseudorapidity range (|η| < 1.7). The end-cap and forward regions
are instrumented with LAr calorimeters for both electromagnetic and hadronic energy measurements up
to |η| = 4.9. The information from the calorimeters and the inner tracking detector is used for electron
identification and jet reconstruction. The calorimeter system is surrounded by a muon spectrometer (MS)
incorporating a system of air-core superconducting toroid magnet assemblies. Since the signal channel
of this analysis contains leptons (electrons, muons), heavy and light flavour jets3 and missing transverse
momentum (EmissT ) all ATLAS detector components are used.

2In the right-handed ATLAS coordinate system, the pseudorapidity η is a coordinate describing the angle of a particle
relative to the LHC beamline and it is defined as η = −ln [tan (Θ/2)], where the polar angle Θ is also measured with respect
to the beamline. The azimuthal angle φ is measured with respect to the x-axis, which points towards the center of the LHC
ring. The z-axis is parallel to the anti-clockwise beam viewed from above. Transverse momentum and energy are defined as
pT = p sin Θ and ET = E sin Θ, respectively. The ∆R is the distance defined as ∆R =

√

∆η2 + ∆φ2.
3A jet is defined as a cone of hadrons and other particles produced by the hadronisation of a quark (with the exception of

the top quark that decays before it hadronises) or a gluon. A heavy jet refers to a jet originating from either a c or a b-quark,
other jets being labelled as light jets. The jet flavour labeling is defined by the existence of a heavy quark within an angular
distance ∆R = 0.3 from the jet axis.
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(b) Medium purity b-tagged jets
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(c) Low purity b-tagged jets

FIG. 2: Vertex mass distribution for b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with no cut on
b-tagged jet multiplicity, are compared to Monte Carlo predictions. The b-tagged jets are defined separately for three b-tagging
selections: high, medium, and low purity. High purity b-tags contain the highest purity of b-jets. The majority of medium
b-tags are also from b-jets, but there is a higher fraction of c-jets and light-flavor jets. Low purity b-tags contain the highest
fraction of light-flavor jets. By definition, jets with no reconstructed secondary decay vertex are assigned to the ‘−1 GeV’ bin.

background processes, as detailed below.
Background processes containing real b-jets and lep-

tons, such as single-top, Z boson (Z+jets), and dibo-
son (WW , WZ, and ZZ) production, are estimated us-
ing Monte Carlo simulation. Data-to-simulation cor-
rections (scale factors) of the order of unity are applied
to Monte Carlo simulation samples when calculating
acceptances to account for observed differences in pre-
dicted and observed trigger, lepton reconstruction and
jet-tagging efficiencies as well as jet and lepton en-
ergy scales and resolutions. Contributions from dibo-
son production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
"fid(tt̄+ j), as well as for the line ‘tt̄ + LF’ in Table I.
However, in the measurement of "fid(tt̄ + HF), the final
tt̄ + LF background is determined by a fit to the vertex
mass distribution of b-tagged jets in data, as explained
in Section VI.
A second major source of background is from events

in which at least one of the leptons is either non-prompt

(arising from e.g. a photon conversion or b-quark de-
cay) or is actually a misidentified hadron. Among oth-
ers,W + jets, multi-jet, and tt̄ events with one hadron-
ically decaying W boson can contribute in this way.
This contribution is determined by scaling the yield of
events in the data with a pair of same-sign leptons by
the ratio of opposite-sign to same-sign yields (ROS/SS)
obtained in Monte Carlo simulation. The opposite-sign
to same-sign ratio is measured separately for the three
dilepton channels, and found to be 1.32 ± 0.10 (stat.)
+1.82
−1.32 (syst.) for e+e− events, 1.15 ± 0.07 (stat.) ±
0.68 (syst.) for µ+µ− events, and 1.16 ± 0.03 (stat.)
± 0.54 (syst.) for events with one electron and one
muon. The systematic uncertainty takes into account
the unknown relative mixture of fake-lepton mecha-
nisms (photon conversions, c- and b-hadron decays, or
misidentified hadrons) in the ROS/SS calculation.

When evaluating systematic uncertainties in this
background, only the variation leading to a larger back-
ground prediction is used. This method is validated in
a control sample of dilepton events with less restrictive
lepton identification and no isolation criteria.
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FIG. 2: Vertex mass distribution for b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with no cut on
b-tagged jet multiplicity, are compared to Monte Carlo predictions. The b-tagged jets are defined separately for three b-tagging
selections: high, medium, and low purity. High purity b-tags contain the highest purity of b-jets. The majority of medium
b-tags are also from b-jets, but there is a higher fraction of c-jets and light-flavor jets. Low purity b-tags contain the highest
fraction of light-flavor jets. By definition, jets with no reconstructed secondary decay vertex are assigned to the ‘−1 GeV’ bin.

background processes, as detailed below.
Background processes containing real b-jets and lep-

tons, such as single-top, Z boson (Z+jets), and dibo-
son (WW , WZ, and ZZ) production, are estimated us-
ing Monte Carlo simulation. Data-to-simulation cor-
rections (scale factors) of the order of unity are applied
to Monte Carlo simulation samples when calculating
acceptances to account for observed differences in pre-
dicted and observed trigger, lepton reconstruction and
jet-tagging efficiencies as well as jet and lepton en-
ergy scales and resolutions. Contributions from dibo-
son production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
"fid(tt̄+ j), as well as for the line ‘tt̄ + LF’ in Table I.
However, in the measurement of "fid(tt̄ + HF), the final
tt̄ + LF background is determined by a fit to the vertex
mass distribution of b-tagged jets in data, as explained
in Section VI.
A second major source of background is from events

in which at least one of the leptons is either non-prompt

(arising from e.g. a photon conversion or b-quark de-
cay) or is actually a misidentified hadron. Among oth-
ers,W + jets, multi-jet, and tt̄ events with one hadron-
ically decaying W boson can contribute in this way.
This contribution is determined by scaling the yield of
events in the data with a pair of same-sign leptons by
the ratio of opposite-sign to same-sign yields (ROS/SS)
obtained in Monte Carlo simulation. The opposite-sign
to same-sign ratio is measured separately for the three
dilepton channels, and found to be 1.32 ± 0.10 (stat.)
+1.82
−1.32 (syst.) for e+e− events, 1.15 ± 0.07 (stat.) ±
0.68 (syst.) for µ+µ− events, and 1.16 ± 0.03 (stat.)
± 0.54 (syst.) for events with one electron and one
muon. The systematic uncertainty takes into account
the unknown relative mixture of fake-lepton mecha-
nisms (photon conversions, c- and b-hadron decays, or
misidentified hadrons) in the ROS/SS calculation.

When evaluating systematic uncertainties in this
background, only the variation leading to a larger back-
ground prediction is used. This method is validated in
a control sample of dilepton events with less restrictive
lepton identification and no isolation criteria.

t t̅+ HF I LC2013
• Search for t t ̅  associated with heavy-flavor (HF) quarks:

‣ t t̅ + b + X, t t̅ + c + X 

‣ production via gluon splitting from ISR/FSR

‣ HF of proton can lead to t t ̅ with at least one b (c) quark 

• Motivations:

‣ Main irreducible background to H→t  t̅ and H→ bb ̅
‣ Constrain models of HF production at the scale of the top 

quark mass

‣ Composite Higgs Models

• Strategy:

‣ Search in dilepton channel with at least three b-tagged jets

✦ two jets originate from W decay 
✦ main background light flavor jets

‣ Extract ratio of fiducial cross sections R= σ(t t ̅+HF) / σ(t t ̅+j)
✦ σ(t t ̅+j) : at least 3 (2) jets (b-tagged jets)

‣ Classify three purity bins

✦ tagger operating point 
✦ mutually exclusive 
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FIG. 2: Vertex mass distribution for b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with no cut on
b-tagged jet multiplicity, are compared to Monte Carlo predictions. The b-tagged jets are defined separately for three b-tagging
selections: high, medium, and low purity. High purity b-tags contain the highest purity of b-jets. The majority of medium
b-tags are also from b-jets, but there is a higher fraction of c-jets and light-flavor jets. Low purity b-tags contain the highest
fraction of light-flavor jets. By definition, jets with no reconstructed secondary decay vertex are assigned to the ‘−1 GeV’ bin.

background processes, as detailed below.
Background processes containing real b-jets and lep-

tons, such as single-top, Z boson (Z+jets), and dibo-
son (WW , WZ, and ZZ) production, are estimated us-
ing Monte Carlo simulation. Data-to-simulation cor-
rections (scale factors) of the order of unity are applied
to Monte Carlo simulation samples when calculating
acceptances to account for observed differences in pre-
dicted and observed trigger, lepton reconstruction and
jet-tagging efficiencies as well as jet and lepton en-
ergy scales and resolutions. Contributions from dibo-
son production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
"fid(tt̄+ j), as well as for the line ‘tt̄ + LF’ in Table I.
However, in the measurement of "fid(tt̄ + HF), the final
tt̄ + LF background is determined by a fit to the vertex
mass distribution of b-tagged jets in data, as explained
in Section VI.
A second major source of background is from events

in which at least one of the leptons is either non-prompt

(arising from e.g. a photon conversion or b-quark de-
cay) or is actually a misidentified hadron. Among oth-
ers,W + jets, multi-jet, and tt̄ events with one hadron-
ically decaying W boson can contribute in this way.
This contribution is determined by scaling the yield of
events in the data with a pair of same-sign leptons by
the ratio of opposite-sign to same-sign yields (ROS/SS)
obtained in Monte Carlo simulation. The opposite-sign
to same-sign ratio is measured separately for the three
dilepton channels, and found to be 1.32 ± 0.10 (stat.)
+1.82
−1.32 (syst.) for e+e− events, 1.15 ± 0.07 (stat.) ±
0.68 (syst.) for µ+µ− events, and 1.16 ± 0.03 (stat.)
± 0.54 (syst.) for events with one electron and one
muon. The systematic uncertainty takes into account
the unknown relative mixture of fake-lepton mecha-
nisms (photon conversions, c- and b-hadron decays, or
misidentified hadrons) in the ROS/SS calculation.

When evaluating systematic uncertainties in this
background, only the variation leading to a larger back-
ground prediction is used. This method is validated in
a control sample of dilepton events with less restrictive
lepton identification and no isolation criteria.
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TABLE I: Observed and expected number of events in the
signal region (i.e. with 3 or more b-tagged jets). Uncertain-
ties on individual components are statistical only. For the
total expectation, systematic uncertainties are included. The
dominant uncertainties on the total yield come from the jet
energy scale, b-tagging efficiency, parton showering model,
and initial/final-state radiation.

Process Number of events
tt̄ 106.7 ± 3.4

Single top 2.2 ± 0.5
Z + jets 0.2 ± 0.1

Fake leptons 0 +5
−0

Total expectation 109 +6
−3 ± 35

Data 106

VI. TEMPLATE FIT

Using all b-tagged jets in the sample with ≥ 3 b-
tagged jets, the fraction of heavy-flavor jets produced
in association with tt̄ is extracted by performing a
binnedmaximum-likelihood fit on the displaced-vertex
mass distribution, which is constructed from the inner
detector tracks associated with the secondary vertex. A
description of the algorithm used to construct this ver-
tex may be found in Ref. [41]. While the presence of
a displaced vertex is an indication that a jet contains a
b-quark, a jet may be b-tagged even if no vertex is re-
constructed. In this case, the vertex mass is undefined.
These jets are assigned a mass value of ‘−1 GeV’
and they are included in the fit to the displaced-vertex
mass distribution. Keeping the events without a recon-
structed vertex improves the discrimination between c-
and light-flavor jets.
The distribution of vertex masses depends on jet pT;

therefore the probability density functions are defined
in two dimensions (jet pT and vertex mass). While the
most powerful discriminant for determining jet flavor
is the vertex mass, the information added by the jet
pT fit is found to increase the overall sensitivity. The
two-dimensional probability density function is termed
a ‘template’ for the rest of this paper.
The fit is performed simultaneously in three mutu-

ally exclusive bins of b-jet purity, defined by different
ranges of the b-tagging neural network output value.
Certain values of the neural network output, termed
‘operating points’, are defined by the average b-jet se-
lection efficiency corresponding to the applied selec-
tion. In this analysis, operating points of 60%, 70%
and 75% efficiency are used to define the boundaries
of the b-jet purity bins. The first bin uses only the
tightest calibrated operating point (60%), and contains
the highest-purity sample of b-jets (referred to as ‘high
purity’). The second bin (referred to as ‘medium pu-
rity’) requires a b-tag selection between the tightest and

TABLE II: Summary of the b-tagging efficiencies for b-, c-
and light-flavor jets for the three b-tagging selections used in
the vertex mass template fit. The tight selection contains jets
with a neural network output value above the 60% operating
point. The medium selection contains jets between the 70%
and 60% operating points. The loose selection contains jets
between the 75% and 70% operating points.

b-purity b-jet efficiency c-jet efficiency light-flavor rejection
Tight 60% 17% 230
Medium 10% 7% 100
Low 5% 6% 75

second tightest (70%) operating points, and contains a
higher fraction of LF and c-jets. The final bin (‘low
purity’) requires a b-tag selection between the second
and third operating point (75%), and contains the high-
est fraction of LF jets. The b-tagging efficiencies for
b-, c-, and light-flavor jets for each selection are given
in Table II. All three classes of b-tag purity are used
in the analysis so that a jet is considered ’b-tagged’
if it satisfies any of these criteria. By using the three
classes of purity the discrimination between LF and c-
jets is greatly improved compared to using only the ver-
tex mass distribution. The vertex mass distributions for
b-tagged jets in events passing the nominal tt̄ selection
criteria are shown in Fig. 2.
In the fit to determine the number of tt̄ + HF events,

templates for b-, c-, and LF jets for the three purity
classes (tight, medium, and loose) are combined using
the b-tagging efficiencies for each flavor of jet passing
the relevant selection criteria.
The template fit has five components: b-jets from

top-quark decays, non-tt̄ background, and extra b-
tagged jets from b-quarks, c-quarks, and light fla-
vors/gluons. The template for b-jets from top quark
decays is obtained from the data in tt̄ dilepton events
with exactly two b-tags, using a 3% background cor-
rection based on Monte Carlo simulation. In the fit, the
normalization for this component is fixed assuming it
contributes two of the three b-tags per observed event.
Background events from non-dilepton tt̄ processes are
included using Monte Carlo simulation, and enter the
fit with a fixed normalization. Monte Carlo simulation
is used to obtain templates for additional b-jets, c-jets,
and LF jets. After the application of all constraints, the
fit has two floating parameters: the fraction of LF jets
and the fraction of additional b-jets. The fraction of
additional c-jets makes up the remainder. The statis-
tical uncertainty on the fraction of additional b-jets is
too large for a statistically significant measurement of
b-jets vs. c-jets. However, the LF fraction is measured
with sufficient precision to give a statistically signifi-
cant measurement of the total HF quark content (de-
fined as the fraction of additional b-tags not coming

Low purity 

High Purity

4.7 fb-1√s = 7 TeV sub. PRD. CERN-PH-EP-2013-030

Medium purity 
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FIG. 3: The result of the template fit (solid line) to the ver-
tex mass distribution in data (points). Data are divided into
three groups depending on the purity of b-jets passing each
selection, as described in the text. The first three bins are the
vertex mass distribution for the high-purity b-tags, the mid-
dle three bins for the medium-purity b-tags, and the last three
bins for the low-purity b-tags. The best fit is shown as a sum
(labeled as ‘Combined fit’, which includes the b-jets from
top quark decay) with separate contributions from additional
b- and c-jets (labeled as ‘Heavy flavor’), and LF (labeled as
‘Light flavor’). Within each purity category, the first bin con-
tains jets with no secondary vertex. The middle bin contains
jets with ‘low’ mass: less than 2 GeV. The third bin contains
jets with ‘high’ mass: greater than 2 GeV.

In the data, 1656 events are observed to have at least
three jets (and at least two b-tagged jets). The total
background estimate, which is dominated by LF jets
faking b-jets from top-quark decay, is found to be 112
± 4 (stat.), leading to a background subtracted yield
of 1544 ± 41 (stat.). Using Eq. (2), and the quoted
acceptance factor for tt̄ + j production, "fid(tt̄ + j) is
found to be 2.55 ± 0.07 (stat.) pb, compared to 2.83
pb predicted by ALPGEN and HERWIG.
The fiducial acceptance factor used to correct the ob-

served number of HF jets to the produced number of
tt̄ + HF events (and therefore the extracted value for
RHF) depends on the exact HF composition. The ra-
tio of tt̄ events with additional b-quarks to tt̄ events
with additional c- or b-quarks is defined to be Fb/HF =
(tt̄+b+X)/(tt̄+HF+X). For example, a higher RHF
would be extracted if all of the HF content is assumed
to be charm (Fb/HF = 0), because c-jets are identified
with lower efficiency than b-jets.
The simulation using ALPGEN interfaced with HER-

WIG predicts Fb/HF = 0.31. MADGRAPH [38] predicts
Fb/HF = 0.29. Using the fraction of additional b-jets
from the template fit, and the reconstruction efficien-
cies for tt̄+ b and tt̄ + c events from ALPGEN, Fb/HF
is measured to be −0.02, with a 1" upward statistical
fluctuation on the fit result givingFb/HF = 0.09 and a 2"
upward statistical fluctuation giving Fb/HF = 0.27 [42].

Parameter Fit result Expectation from Monte Carlo
Additional b (−2 ± 7) % 9 %
Light (8 ± 4) % 20 %

TABLE IV: Fitted value for the fraction of b-tagged jets from
additional b-jets and light-flavor jets out of all b-tagged jets
for data and Monte Carlo simulation. The fraction of b-jets
from top-quark decays is fixed to 65% and the fraction of b-
jets due to other backgrounds is fixed to 2.5% for both data
and simulation. The remaining b-tagged jets are attributed to
c-jets and are 26.5 ± 8.1% in data and 3.5% in simulation.
The expectation for each fit parameter and its uncertainty de-
rived using Monte Carlo pseudo-experiments is included for
a reference. All quoted errors are statistical. The system-
atic uncertainties on the Monte Carlo expectation due to the
sources described in text are about 30%.

In Fig. 4, the extracted value for RHF is shown as
a function of the fraction of generated tt̄ + HF events
which contain a b-quark (vs. a c-quark). Theoretical
predictions for Fb/HF are shown and compared with the
value extracted from the fit. Statistical error bands on
the extracted value of Fb/HF are included, and show that
the fitted value is consistent with the theoretical predic-
tions at the level of approximately 2" of the statistical
uncertainty.
Ideally, a central value for RHF would be quoted us-

ing the acceptance factor given by the best fit value for
Fb/HF obtained from data. Due to large statistical un-
certainty on the fraction of additional b-jets, the mea-
surement is only able to resolve the sum of b-jets and c-
jets (RHF). Therefore, the value of Fb/HF from ALPGEN
is used to extract the central value for RHF, and the best
fit value of Fb/HF from data is used to assign an asym-
metric systematic uncertainty, defined as the difference
in RHF when Fb/HF is taken from ALPGEN and from the
data. This is indicated in Table III as the ‘fiducial fla-
vor composition’ uncertainty. This leads to a measured
value of RHF = [7.1± 1.3 (stat.) +5.3

−2.0 (syst.)]%.
A leading-order theoretical prediction from

ALPGEN interfaced with HERWIG gives a predicted
value of RHF of [3.4 ± 1.1]%, while an approximate
next-to-leading-order prediction from POWHEG in-
terfaced with HERWIG gives a predicted value of
[5.2 ± 1.7]%. The POWHEG result is calculated at
next-to-leading-order for the production of tt̄ events,
but extra jet activity is modeled only at leading-order.

IX. CONCLUSIONS

A measurement has been presented of the ratio of
the fiducial cross section for the production of tt̄ events
with at least one additional HF quark jet to that for the
production of tt̄ events with at least one additional jet,
regardless of flavor, each with pT > 25 GeV and |# |<

• Template fit over jet vertex mass 

‣ determine σ(t t̅+HF) 

‣ discrimination of light/heavy flavor 
portion

‣ 2D templates:

✦ jet vertex mass and jet pT

‣ Combined fit on purity bins

• Results 
‣ Dominant Systematic: flavor composition

‣ LO (ALPGEN+HERWIG) 3.4 ± 1.1%, 1.4 
σ agreement 

‣ t t ̅ NLO plus LO jets 5.2 ± 1.7 % 0.6 σ 
agreement
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FIG. 4: The ratio RHF of fiducial cross sections as a function
of Fb/HF, the ratio of tt̄ events with additional b-quarks to tt̄
events with additional c- or b-quarks. Events with b-jets are
reconstructed with a higher efficiency than events with c-jets,
so the total reconstruction efficiency for tt̄ + HF events de-
pends on how the HF is divided between b- and c-jets. Fb/HF
as predicted in ALPGEN and MADGRAPH are indicated with
vertical dashed lines. The fitted fraction of additional b-jets is
used to extract Fb/HF (solid vertical line) from the data. The
statistical uncertainty from the fit is used to define 1" and 2"
uncertainty bands.

2.5. A value of RHF = [7.1±1.3 (stat.) +5.3
−2.0 (syst.)]% is

extracted using a fit to the vertex mass distribution for
b-tagged jets in tt̄ candidate events with three or more
b-tagged jets. Using the ALPGEN Monte Carlo gen-
erator interfaced with HERWIG, a leading-order theo-
retical expectation of [3.4 ± 1.1 (syst.)]% is obtained.
An approximate next-to-leading order calculation from
POWHEG interfaced with HERWIG gives an expecta-
tion of [5.2 ± 1.7]%. Taking into account the total un-
certainty on the measured value of RHF and the theo-
retical uncertainty, the fitted result is consistent at the
1.4" level with the leading-order Standard Model pre-
diction from ALPGEN and at the 0.6" level with the ap-
proximate next-to-leading order result from POWHEG.
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Heavy top-like in l+j LC2013
• Addition to Standard Model of doublets 

(triplets) of vector-like quarks

‣ both chiralities transform SU(2)×U(1)

‣ extensions of S.M.: Little Higgs, extra 
dimensional models

✦ solve Higgs mass top correction  hierarchy 

• LHC expected production:

‣ pairs for O(m < 1 TeV): clean signature high 
cross sections

‣ for O(m > 1 TeV):  singlet E.W.  production 
can dominate

• Preference coupling with 3thdgen quarks 

‣ mixing dependent of S.M. quarks

‣ t’ → Wb,  t’ → Zt,  t’ → Ht

• W’ searches in association with top production 

30

Samples of single top quark backgrounds corresponding to the s-channel and Wt production mecha-
nisms are generated with MC@NLO v4.01 [39–41] using the CT10 PDF set [42]. In the case of t-channel
single top quark production, the AcerMC v3.8 LO generator [43] with the MRST LO** PDF set is used.
Samples of tt̄V (V = W,Z) are generated with the Madgraph v5 LO generator [44] and the CTEQ6L1
PDF set. Samples of tt̄H are generated with the Pythia 6.425 [45] LO generator and the MRST LO**
PDF set [46], assuming a Higgs boson mass of 125 GeV and considering the H → bb̄, cc̄, gg, and W

+
W
−

decay modes. Parton shower and fragmentation are modelled with Herwig v6.520 [33] in the case of
MC@NLO, with Pythia 6.421 in the case of AcerMC, and with Pythia 6.425 in the case of Madgraph.
These samples are generated assuming a top quark mass of 172.5 GeV. The single top quark samples are
normalised to the approximate NNLO theoretical cross sections [47, 48] using the MSTW2008 NNLO
PDF set, while the tt̄V samples are normalised to the NLO cross section predictions [49, 50]. The tt̄H

sample is normalised using the NLO theoretical cross section and branching ratio predictions [51]. Fi-
nally, the diboson backgrounds are modelled using Herwig with the MRST LO** PDF set, and are
normalised to their NLO theoretical cross sections [52].
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Figure 1: (a) Branching ratios for t
� decay as a function of mt� as computed with Protos in the weak-isospin

singlet and doublet scenarios. (b) Theoretical cross sections at NNLO for t
�
t̄� production in pp collisions at two

center-of-mass energies,
√

s = 7 TeV and
√

s = 8 TeV, as a function of mt� as computed by Hathor. Also shown
is the ratio of production cross sections between both center-of-mass energies.

For vector-like t
� signals, samples corresponding to a singlet t

� quark decaying to Wb, Zt and Ht

are generated with the Protos v2.2 LO generator [3, 53] using the CTEQ6L1 PDF set, and interfaced
to Pythia for the parton shower and fragmentation. The predicted branching ratios in the weak-isospin
singlet and doublet scenarios as a function of mt� are shown in Fig. 1a. The mt� values considered range
from 350 GeV to 850 GeV in steps of 50 GeV, and the Higgs boson mass is assumed to be 125 GeV.
All Higgs boson decay modes are considered, with branching ratios as predicted by hdecay [54]. Signal
samples are normalized to the approximate NNLO theoretical cross sections [35] using the MSTW2008
NNLO PDF set. The theoretical cross sections as a function of mt� are shown in Fig. 1b.

All event generators using Herwig are also interfaced to Jimmy v4.31 [55] to simulate the underlying
event. All simulated samples utilise Photos 2.15 [56] to simulate photon radiation and Tauola 1.20 [57]
to simulate τ decays. Finally, all simulated samples include multiple pp interactions and are processed
through a simulation [58] of the detector geometry and response using Geant4 [59], with the exception of

5
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Figure 3: Comparison of HT between data and simulation in the combined e+jets and µ+jets channels with ≥ 6
jets and (a) 2 b tags, (b) 3 b tags, and (c) ≥ 4 b tags. A requirement of HT < 700 GeV is made in order to suppress
a possible signal contribution. The tt̄+jets background is the nominal Alpgen prediction before the fit to data (see
text for details). Also shown is the expected t

�
t̄� signal corresponding to mt� = 600 GeV in the t

� doublet scenario.
The bottom panel displays the ratio between data and the background prediction. The shaded area represents the
total background uncertainty.
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Figure 4: Comparison between data and simulation for HT in the combined e+jets and µ+jets channels with ≥ 6
jets and (a) 2 b tags, (b) 3 b tags, and (c) ≥ 4 b tags. The tt̄ background prediction is after fitting to data using
the full HT spectrum (see text for details). Also shown is the expected t

�
t̄� signal corresponding to mt� = 600 GeV

in the t
� doublet scenario. The last bin in all figures contains the overflow. The bottom panel displays the ratio

between data and background prediction. The shaded area represents the total post-fit background uncertainty.

8 Systematic Uncertainties

Several sources of systematic uncertainties are considered that can affect the normalisation of signal and
background and/or the shape of their corresponding final discriminant distributions. Individual sources
of systematic uncertainty are considered uncorrelated. Correlations of a given systematic uncertainty are
maintained across processes and channels. Table 2 presents a summary of the systematic uncertainties
considered in the analysis indicating whether they are taken to be normalisation-only, or to affect both

9

t’→Ht I LC2013
• Heavy quark t’ decay in S.M Higgs (mH=125 GeV)

‣ H → b b ̅, t t̅ →l+jets

‣ Isolated lepton

‣ large Et
miss

• Selection: 

‣ exclusive 1 
lepton

‣ ≥ 6 jets, N(btag) 

≥2

• Strategy:

‣ channel splitting in N(btag) bins

✦ ≥4 golden 
✦ < 4 calibrate background constrain systematics 

‣ HT discriminant distribution

✦ Exploit large mt’. 

✦ independent of decay mode 

31
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Figure 2: Comparison of the shape of the HT distribution in simulation for (a) different t
�
t̄� decay modes, assuming

mt� = 600 GeV, and (b) between tt̄+jets background (with tt̄+light jets and tt̄+heavy-flavour jets shown stacked)
and t

�
t̄� signal (mt� = 600 GeV) in the t

� doublet scenario. The selection used corresponds to the combined e+jets
and µ+jets channels with ≥ 6 jets and ≥ 4 b tags. The last bin in all figures contains the overflow.

The HT distributions in the 2, 3 and ≥ 4 b-tag channels corresponding to the nominal Alpgen predic-
tion are shown in Fig. 3. Although reasonable agreement is found within the large assigned systematic
uncertainties, in the ≥ 4 b-tag channel the prediction appears systematically below the data. In order
to improve the tt̄+jets background prediction, a simultaneous fit to the three HT distributions in data
is performed where two scaling factors, one for tt̄+light jets and another for tt̄+heavy-flavour jets, are
determined. The measured scaling factors are 0.87 ± 0.02 (stat.) and 1.35 ± 0.11 (stat.) for tt̄+light jets
and tt̄+heavy-flavour jets, respectively.

An additional control region is defined by selecting events with at most two jets with pT > 60 GeV
and HT < 1.2 TeV, a requirement that effectively suppresses signal, allowing the scrutiny of the HT dis-
tribution into the signal region. This control region is only studied in the 2 b-tags and 3 b-tags channels,
as the large signal content and low statistics of the ≥ 4 b-tags channel preclude a useful cross-check. Data
are found to be in reasonable agreement with the prediction within the assigned systematic uncertainties.

7.2 Signal Region

After validation of the background modelling within the assigned systematics uncertainties, the signal
is searched for by analyzing the HT spectra in the 2, 3 and ≥ 4 b-tag channels after final selection
(“signal region”). The fit to the two scaling factors for tt̄+light jets and tt̄+heavy-flavour jets is redone,
this time considering the full HT spectrum. The measured scaling factors are 0.88 ± 0.02 (stat.) and
1.21 ± 0.08 (stat.) for tt̄+light jets and tt̄+heavy-flavour jets, respectively.

Figure 4 displays the HT distribution in each of the search channels considered, showing the large
signal-to-background ratio and good discrimination expected in the sample with ≥ 4 b-tagged jets. This
figure displays exactly the same data as in Fig. 3, except that the blinding cut of HT < 700 GeV has
been removed in the 3 and ≥ 4 b-tag channels. The data is found to be consistent with the background
prediction and no indications of a signal-like excess is observed. Table 1 summarizes the corresponding
event yields in each of the analyzed channels.

8
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t’→Ht II LC2013
• No observation, 95% C.L. 

exclusions for the weak 
isospins:

‣ doublet: an observed (expected) 
mt′ > 790 (745) GeV 

✦ most stringent limit to date

‣ singlet: the observed (expected) 
mt′ >640 (615) GeV

• Derive limits on vector-like t′ 
quark production:

‣ different values of mt′ as f unction of  BR(t′ → Wb)  and BR(t′ → Ht). 

‣ BR(t′ → Zt) = 1 − BR(t′ → Wb) − BR(t′ → Ht)

32

14.3 fb-1√s = 8 TeV ATLAS-CONF-2013-018
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Figure 6: Observed (red filled area) and expected (red dashed line) 95% CL exclusion in the plane of

BR(t
� → Wb) versus BR(t

� → Ht), for different values of the vector-like t
�

quark mass. The grey (dark

shaded) area corresponds to the unphysical region where the sum of branching ratios exceeds unity. The

default branching ratio values from the Protos event generator for the weak-isospin singlet and doublet

cases are shown as plain circle and star symbols, respectively. This result includes both statistical and

systematic uncertainties.
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b*-quark production LC2013
• b*→Wt first search for excited quarks coupling to 

3thd gen. fermions 

‣ Randall–Sundrum models (strong interaction)

‣ with a heavy gluon partner (ex. composite Higgs models)

• Dilepton channel:

‣ two opposite charge lepton, one jet, no b-tag

‣ HT discriminant 

• semi-leptonic:

‣ one lepton N(b-tag) ≥ 1

‣ reconstructed mass 

• left-handed models

‣ unit strength chromo- magnetic coupling

‣ mb* < 870 GeV excluded at 95% C.L.

• right handed models:

‣ vector-like b* couplings

‣ kL
b=gL=0, kR

b=gR =1 mb* < 920 GeV excluded at 95%

‣ kL
b=gL=kR

b=gR =1, mb* < 920 GeV excluded at 95%

33

4.7 fb-1√s = 7 TeV  Phys. Lett. B 721 (2013) 171-189

Table 1: Observed and predicted event yields in the dilepton channel
with normalisation uncertainties. The signal yields are calculated with
κbL = gL = 1 and κ

b
R = gR = 0.

Process Event yield
b∗ (400 GeV) 1250 ± 170
b∗ (600 GeV) 211 ± 32
b∗ (800 GeV) 41 ± 8
b∗ (1000 GeV) 8.9 ± 1.9
b∗ (1200 GeV) 2.1 ± 0.5
Wt 293 ± 21
tt̄ 1380 ± 140
Diboson 255 ± 63
Z → e+e− 41 ± 4
Z → µ+µ− 118 ± 12
Z → τ+τ− 14 ± 9
Fake dileptons 90 ± 90
Total expected bkg. 2190 ± 180
Total observed 2259
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Figure 3: HT distribution for data and background expectation for the
dilepton channel. The hatched band shows the uncertainty due to the
background normalisation. The signal for a b∗-quark mass of 800 GeV
is also shown.

the t-channel [2]. Events are required to have either ex-
actly one muon and EmissT > 25 GeV or exactly one elec-
tron and EmissT > 30 GeV, as well as exactly three jets
with pT > 25 GeV. Exactly one of the jets is required
to be b-tagged to reduce backgrounds. The lepton must
also match the corresponding trigger object. Additional
requirements are made to reject multijet events, which
tend to have low EmissT and a low transverse mass2 of the
lepton–EmissT system, mW

T . In the muon channel events
are required to have mW

T + E
miss
T > 60 GeV, while in

the electron channel a requirement of mW
T > 30 GeV

is made. The acceptance for signal events with mb∗ =

800 GeV in which one of the W bosons decays leptoni-
cally (e or µ) and the other hadronically is 9%.
In this channel, one of the largest backgrounds is

W+jets production for which the normalisation and
flavour composition (the heavy-flavour fraction, HF,
includes b quarks and c quarks) are derived from
data [62]. The overall normalisation is determined from
the charge asymmetry between W+ and W− production
in three-jet events without the b-tag requirement. The
flavour composition is determined in two-jet events by
comparing the predictedW+jets yields to data with and
without a b-tag requirement. The resulting normali-
sation and flavour scale factors are then applied to b-
tagged W+3-jets events. About 37% of the total back-
ground comes fromW+jets events, including 28% from
events with heavy flavour.
Backgrounds from tt̄ yield 41% of the total back-

ground and single top-quark production in the t-, s- and
Wt-channel 9%. The multijet background is obtained
using a data-based approach by comparing the num-
bers of events passing loose and tight lepton identifi-
cation criteria [63]. It accounts for 9% of the total back-
ground. Smaller backgrounds from Z+jets and diboson
processes are normalised to their theoretical predictions
and contribute 4%.
The predicted event yields are compared to data in

Table 2. The distributions of the pT of the highest-pT jet
and EmissT are shown in Fig. 4.
In the lepton+jets channel it is possible to reconstruct

the candidate b∗-quark mass from the decay products.
The only missing information is the neutrino longitudi-
nal momentum, which is set to zero. The resulting re-
constructed mass provides good discrimination between
background and signal, as shown in Fig. 5.

2The transverse mass, mWT , is calculated from the lepton
transverse momentum plepT and the difference of the azimuthal
angle, ∆φ, between the EmissT and plepT vector as mWT =
√

2EmissT plepT (1 − cos(∆φ(E
miss
T , plepT )))

5

gle top-quark (±7%) [48–50] and diboson (±5% with
an additional 24% per extra jet) production [61], as well
as the choice of PDF. The latter was assessed using the
CT10 [27], MRST [28] and NNPDF [29] sets.
Additional uncertainties affect the data-driven back-

ground estimation. The uncertainty on the DY back-
ground normalisation in the dilepton channel is 10%
for ee and µµ final states and 60% for ττ final states.
The uncertainty on the fake-dileptons normalisation in
the dilepton channel is 100%. The uncertainty on the
W+jets normalisation in the lepton+jets channel is 13%.
TheW+jets flavour composition has two additional un-
certainties: the HF contribution has a relative uncer-
tainty of 6%, and the Wbb/WHF ratio has an uncertainty
of 17%. The multijet background normalisation in the
lepton+jets channel has an uncertainty of 50%.

8. Statistical analysis

Both the HT distribution in the dilepton channel and
the reconstructed mass distribution in the lepton+jets
channel show good agreement between the data and the
backgroundmodel. These two discriminants are used to
set limits on the b∗-quark signal using a Bayesian anal-
ysis technique [68]. The likelihood function is defined
as

L(data|σb∗ ) =
∏

k

µnkk e
−µk

nk!

∏

i

Gi , (3)

where k is the index of the discriminant template bin,
running over both analysis channels; µk = sk + bk is the
sum of predicted signal and background yields; nk is the
observed yield andGi is a Gaussian prior for the ith sys-
tematic uncertainty. A flat prior is assumed for the sig-
nal cross-section. Upper limits on the b∗-quark produc-
tion cross-section times branching ratio to Wt are set at
the 95% credibility level (CL) for a series of b∗ masses
at 100 GeV intervals.
The observed and expected cross-section limits as a

function of the b∗-quark mass for the left-handed cou-
pling scenario (κbL = gL = 1 and κbR = gR = 0) are
shown in Fig. 6, where the expected limit and its un-
certainty are derived from ensembles of background-
only pseudo-datasets. The intersection of the theoret-
ical cross-section and the observed (expected) cross-
section limit defines the observed (expected) b∗-quark
mass limit. The observed lower limit on the b∗-quark
mass for this left-handed coupling scenario is 870 GeV
with an expectation of 910 GeV. When considering only
the dilepton channel, the observed (expected) limit on
the b∗-quark mass is 800 GeV (820 GeV); for the lep-
ton+jets channel, the limits are 800 GeV (830 GeV).

 [GeV]b*m
400 600 800 1000 1200

 [p
b]

 W
t

!
 b

*
!

pp
"

-110

1

10

210 Expected limit
" 1±Expected 
" 2±Expected 

Observed limit
=0)

R
=gR

b#=1;
L

=gL
b#b* (

Theory uncertainty

ATLAS

 Wt! b* !pp
 = 7 TeVs

-1 L dt = 4.7 fb$

Figure 6: Expected and observed limits at the 95% CL as a function of
the b∗-quark mass. Also shown is the theory prediction for b∗-quark
production with couplings κbL = gL = 1 and κ

b
R = gR = 0, including

PDF and scale uncertainties.

Limits are also computed for models with right-
handed and vector-like couplings of the b∗ quark. Set-
ting κbL = gL = 0 and κbR = gR = 1, the observed
lower mass limit is 920 GeV with an expected limit of
950 GeV. Setting κbL = κ

b
R = gL = gR = 1, the observed

lower mass limit is 1030 GeV with an expected limit of
1030 GeV.
At each mass point, the corresponding cross section

is parameterised as a function of the couplings κbL,R and
gL,R in order to extract coupling limits in each of the
three b∗-quark coupling scenarios. The resulting limit
contours are shown in Fig. 7. The coupling limits in-
crease as the theoretical cross-section decreases with
b∗ mass, except for the region between 400 GeV and
500 GeV where the backgrounds decrease rapidly with
increasing mass (see Figs. 3 and 5).

9. Summary

A search for a singly produced excited b∗-quark in
4.7 fb−1 of data collected with the ATLAS detector in
pp collisions at

√
s = 7 TeV has been presented. This is

the first search for excited-quarks coupling to the third
generation. It considers the dilepton and lepton+jets fi-
nal states. Limits are computed as a function of the b∗gb
and b∗Wt couplings in three different scenarios. For
purely left-handed couplings and unit strength chromo-
magnetic coupling, b∗ quarks with mass below 870 GeV
are excluded at the 95% credibility level.

7
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W’→ t b ̅ LC2013
• W’ top searches

‣ heavily coupling with 3thd gen. quarks

‣ t b ̅ reconstruction allows for peak hunting in 
invariant mass spectrum

‣ assumed same coupling strength as for W

• Analysis based on BDT

‣ training with kinematic variables

✦ separately for 2-jet and 3-jet events
‣ signal mW’ = 1.75 TeV for best exclusion limit

• Systematics:

‣ b-tag performance,Jet Energy Scale

‣ monte carlo generator, ISR/FSR

• No deviation observed, 95% C.L. on mW’ 

‣ Left Handed model: 1.74 TeV

‣ Right handed model: 1.56 TeV

34
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(a) (b)

Figure 6: Observed and expected 95% CL limits on the W�-boson cross-section times branching ratio

prediction, as a function of the mass of the W� boson, for (a) left-handed and (b) right-handed W� bosons.

The one and two standard deviation excursions from the expected limits are also shown. Theoretical

predictions with ±1 standard deviation uncertainties [6] are represented by a solid red line and a band,

where leptonic decays of W�R bosons are not allowed and, for W�L bosons, interference with the SM is not

considered.

of the form in Eq.(1). Limits can also be set for g�/g > 1, as models remain perturbative up to a ratio

of about 5 [6]. A given hypothesis g� for a W� boson of mass mW� is excluded if the resulting expected

cross-section is higher than the cross-section limits derived previously. The W�-boson cross-section has

a non-trivial dependence on the coupling g�, coming from the variation of the resonance width, ΓW� , that

is proportional to g�2. This difference in the intrinsic W�-boson width makes the signal cross-section

sensitive to the initial-state quark PDFs, in addition to the g�2 dependence of the production vertex. The

scaling of the W�-boson cross-section as a function of g�/g and mW� is estimated using M��Gʀ��ʜ. The

impact of NLO corrections on this scaling is found to be of a few percent at maximum and is neglected.

Figure 7 shows the observed and expected 95% CL limits on the ratio g�/g, as a function of the mass of

the W� boson, for left-handed and right-handed W�-boson couplings. Limits are shown up to a g�/g value

of 2, where the signal selection efficiency is not affected by the increase of ΓW� .

10 Summary

This note describes a search for W� → tb̄→ lνbb̄ in 14.3 fb
−1

of proton-proton collisions at a centre-of-

mass energy of 8 TeV with the ATLAS detector. Events with a lepton, missing transverse momentum,

and two b-tagged jets are selected, and multivariate discriminants are constructed using boosted deci-

sion trees. By fitting this observable in data to the expectation, the consistency of the Standard Model

background hypothesis can be tested. Data are consistent with the Standard Model expectation and no

presence of W�-boson signal events is observed. Exclusion limits at the 95% confidence level are set on

the mass of the W� boson and on its effective couplings. Masses below 1.74 (1.84) TeV are excluded for

left-handed (right-handed) W� bosons, while the expected limit is 1.56 (1.72) TeV.
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Figure 6: Observed and expected 95% CL limits on the W�-boson cross-section times branching ratio

prediction, as a function of the mass of the W� boson, for (a) left-handed and (b) right-handed W� bosons.

The one and two standard deviation excursions from the expected limits are also shown. Theoretical

predictions with ±1 standard deviation uncertainties [6] are represented by a solid red line and a band,

where leptonic decays of W�R bosons are not allowed and, for W�L bosons, interference with the SM is not

considered.

of the form in Eq.(1). Limits can also be set for g�/g > 1, as models remain perturbative up to a ratio

of about 5 [6]. A given hypothesis g� for a W� boson of mass mW� is excluded if the resulting expected

cross-section is higher than the cross-section limits derived previously. The W�-boson cross-section has

a non-trivial dependence on the coupling g�, coming from the variation of the resonance width, ΓW� , that

is proportional to g�2. This difference in the intrinsic W�-boson width makes the signal cross-section

sensitive to the initial-state quark PDFs, in addition to the g�2 dependence of the production vertex. The

scaling of the W�-boson cross-section as a function of g�/g and mW� is estimated using M��Gʀ��ʜ. The

impact of NLO corrections on this scaling is found to be of a few percent at maximum and is neglected.

Figure 7 shows the observed and expected 95% CL limits on the ratio g�/g, as a function of the mass of

the W� boson, for left-handed and right-handed W�-boson couplings. Limits are shown up to a g�/g value

of 2, where the signal selection efficiency is not affected by the increase of ΓW� .

10 Summary

This note describes a search for W� → tb̄→ lνbb̄ in 14.3 fb
−1

of proton-proton collisions at a centre-of-

mass energy of 8 TeV with the ATLAS detector. Events with a lepton, missing transverse momentum,

and two b-tagged jets are selected, and multivariate discriminants are constructed using boosted deci-

sion trees. By fitting this observable in data to the expectation, the consistency of the Standard Model

background hypothesis can be tested. Data are consistent with the Standard Model expectation and no

presence of W�-boson signal events is observed. Exclusion limits at the 95% confidence level are set on

the mass of the W� boson and on its effective couplings. Masses below 1.74 (1.84) TeV are excluded for

left-handed (right-handed) W� bosons, while the expected limit is 1.56 (1.72) TeV.
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t t̅ resonances LC2013
• Resonances predicted by topcolor assisted 

technicolor  Phys. Lett. B345 (1995) 483–489

‣ leptophobic Z’ 

‣ Randall–Sundrum warped extra-dimension 

✦ bulk Kaluza–Klein (color-octet)

• Search for excesses in mtt̅
reco

‣ boosted: high-mass tt ̄

✦ collimated decay products, 
✦ no ambiguity
✦ single jet reconstruction with R=1.0 

‣ resolved: hadronic top identification 

✦ small radius jets (R=0.4)
✦ χ2 for best jet assignment to leptonic and hadronic top

• Dominant systematic:  t t̅ cross section

• No deviation, 95% C.L. exclusions derived

‣ Narrow Z’→ t t̅:  0.5 TeV for σZ’= 5.3 to 3 TeV 
for σZ’ = 0.08 pb   

‣ broad color octet gkk→ t t̅:  0.5 TeV for σkk= 9.6 
to 2.5 TeV for σkk = 0.152 pb   
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in the estimation of the limits. Both systematic and statistical uncertainties are included.

of the nuisance parameters which decrease the estimated high-mass background in all channels and the
small excess in the boosted electron channel is amplified, leading to weaker observed limits than expected
limits.

Table 3: Upper 95% CL cross section limits times branching ratio on a leptophobic topcolor Z′ decaying
to tt̄, using the combination of all four samples. The observed and expected limits for each mass point
are given, as well as the ±1σ variation of the expected limit. The second column gives the theoretical
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11 Summary

A search for tt̄ resonances in the lepton plus jets decay channel has been carried out with the ATLAS
experiment at the LHC. The search uses a data sample corresponding to an integrated luminosity of
14.3 fb−1 of proton-proton collisions at a center-of-mass energy of 8 TeV. The tt̄ system is reconstructed
in two different ways. For the resolved selection, the hadronic top quark decay is reconstructed as two
or three R = 0.4 jets, and for the boosted selection, it is reconstructed as one R = 1.0 jet. No excess
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Conclusions LC2013

• Status:

‣ Concluded many measurements with 7 TeV and 8 TeV data 

‣ 20 fb-1 awaiting to be further analyzed 

• top physics:

‣ Constraints to Standard Model trough its properties 

‣ Aperture in search for new physics phenomena

• Good agreement with standard model 

‣ No new physics observed, stringent limits 

• The full set of top results:

‣ https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults

36

σtt̄ ( 7 TeV) = 177+11
−10 pb

σtt̄ ( 8 TeV) = 241± 32 pb

σt = 95± 2(stat)± 18(syst) pb

Ahelicity = 0.40 ± 0.04(stat) +0.08
−0.07(syst)

AN
FB = 0.032 ± 0.065(stat) +0.029

−0.031(syst)

RHF =
�
7.1 ± 1.3(stat) +5.3

−2.0(syst)
�
%

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults
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Top Decay Modes LC2013
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• Probe Standard Model 

‣ top mass measurement

‣ top EM couplings: t t̅γ, t t̅Z

‣ Single Top production 

• Precise tests of perturbative QCD

• Important background for many searches

‣ New physics: SUSY, ..

‣ Higgs searches in:  t t̅H, ...

• Searches for new physics:

‣ vector like heavy new quarks

Motivations for Top Physics LC2013
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τ modes
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μ+jets
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Top Decay Modes LC2013
• All hadronic:

‣ high background 

• Lepton plus jets

‣ best compromise

✦ statistics
✦ signal/background 

• Dilepltonic

‣ low rate

40
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Object Definition LC2013
• Electrons:

‣ EM cluster with track matched 

‣ Isolation in tracker and calorimeter ET > 25 GeV, |η| <1.37 or 1.52< |η| <2.47

• Muons:

‣  Tracks in both Inner detector and muon spectrometer

‣ Track and calorimeter Isolation   pT > 20 GeV |η| <2.5

• Jets:

‣  Reconstructed from topological clusters using the anti-kT algorithm (R = 0.4)

✦  pT > 25 GeV, |η| <2.5

‣ η and pT  dependent correction 

✦ factors derived from simulation and validated with data

• Missing transverse energy:

‣  Vector sum of energy deposits in calorimeter

‣  Corrected for identified objects

• b-tagging: 

‣ Neural network based b-tagging (MV1 algorithm)

✦ b-tagging efficiency of ∼70% 
✦ light jet rejection factor ∼140
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Figure 3: Missing transverse energy (a), transverse W mass (b), and electron ET (c) distributions in the

e+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
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Figure 4: Missing transverse energy (a), transverse W mass (b), and muon pT (c) distributions in the

µ+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.

7

Event Selection LC2013
• Leptons:

‣ electron (muon) trigger with  threshold > 20 (18) GeV 

‣ exclusively single reconstructed electron (muon) with 
pT > 25 (20) GeV

• Missing transverse energy:

‣ ETmiss > 25 GeV in the muon channel 

‣ ETmiss +mTW >60 GeV in the electron channel

• Jets:

‣ At least 2 (4) jets with pT > 25 GeV and |η| <2.5 for 
single top (t t ̅) analyses

‣ At least one jet must be tagged as a b-jet

• l+jets: 

‣ lepton trigger, exactly one lepton, ≥3 or 4 jets, b-tagged 
jets, ETmiss

• Di-lepton: 

‣ lepton trigger, two opposite charge leptons, ≥2 jets, b-
tagged jets, ETmiss, Z veto

• Full hadronic: 

‣ mixed jet triggers, ≥5 jets ( pT >55 GeV) + 1 ( pT > 30 GeV) , 
b-tagged jets ≥2
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Main Systematics LC2013
• Signal Systematics 

‣ M.C. Generator: comparison of generators.

✦ maximum deviation between samples
‣ Parton Shower/Hadronization uncertainty

✦ comparison of cluster fragmentation and string fragmentation

• Leptons:

‣ Reconstruction efficiency:

✦ D.D. scale factors from tag & probe with  Z→ ee (μμ))
✦ variations according to uncertainties

‣ Scale and resolution:

✦ MC smearing in correction factors
✦ shift energy (momentum) scales to cp groups

• Jets:

‣ reconstruction efficiency:

✦ track jets match to calo jets / N(jets) . 
✦ in situ calibration error 

‣ scale and resolution:

✦ single hardon response (in situ)  and single pion (test beam), material budget, electronic noise 

‣ b-jet efficiency, miss-tag rate 

✦ N.N. response 
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Figure 3: Missing transverse energy (a), transverse W mass (b), and electron ET (c) distributions in the

e+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
E

v
e
n

ts
 /
 1

0
 G

e
V

0

2

4

6

8

10

12

310×

3 jets≥+µ
ATLAS Preliminary -1

 Ldt = 5.8 fb∫
 = 8 TeVsData   

tt W+Jets Multijet

Z+Jets Single Top Dibosons

 [GeV]miss
TE

0 40 80 120 160 200

D
a

ta
 /
 E

x
p

e
c
ta

ti
o

n

0.8

1

1.2

1.4

E
v
e
n

ts
 /
 1

0
 G

e
V

0

2

4

6

8

10

12

310×

3 jets≥+µ
ATLAS Preliminary -1

 Ldt = 5.8 fb∫
 = 8 TeVsData   

tt W+Jets Multijet

Z+Jets Single Top Dibosons

 [GeV]W
Tm

0 40 80 120 160 200

D
a

ta
 /
 E

x
p

e
c
ta

ti
o

n

0.8

1

1.2

1.4

E
v
e
n

ts
 /
 1

0
 G

e
V

0

5

10

15

20

25

310×

3 jets≥+µ
ATLAS Preliminary -1

 Ldt = 5.8 fb∫
 = 8 TeVsData   

tt W+Jets Multijet

Z+Jets Single Top Dibosons

 [GeV]
T

muon p
0 40 80 120 160 200

D
a

ta
 /
 E

x
p

e
c
ta

ti
o

n

0.8

1

1.2

1.4

(a) (b) (c)

Figure 4: Missing transverse energy (a), transverse W mass (b), and muon pT (c) distributions in the

µ+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.

7

Event Selection LC2013
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Figure 4: Missing transverse energy (a), transverse W mass (b), and muon pT (c) distributions in the

µ+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
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e+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-
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Event Selection LC2013
• electron channel data / mc comparison
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e+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-
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tt̅ → l+jets I LC2013
• Inclusive cross section at 8 TeV 

‣ single lepton jets channel

• Selection Optimized for Multijets backgrounds

• Main backgrounds:

‣ Multijets, W+jets,Z+jets,SignleTop, Dibosons (ZZ,WW)

46

 5.8 fb-1 at √s = 8 TeV ATLAS-CONF-2012-149 and ATLAS-CONF-2012-024

• the appropriate single-electron or single-muon trigger fired;

• a primary vertex reconstructed from at least five tracks;

• at least three jets with pT > 25 GeV and |η| < 2.5;

• a reconstructed electron with ET > 40 GeV or muon of pT > 40 GeV matching the corresponding
high level trigger object;

• no second lepton (reconstructed electron with ET > 25 GeV or muon with pT > 25 GeV);

• in the e+jets channel: Emiss
T
> 30 GeV and the transverse mass of theW boson1 mT(W) > 30 GeV;

• in the µ+jets channel: Emiss
T
> 20 GeV and mT(W) + E

miss
T
> 60 GeV;

• at least one selected jet in the event must be identified as a b-jet.

Compared to the previous analyses [1, 26] the electron ET and muon pT cuts were increased to control

the multijet background.

The number of events observed in data and expected yield of events based on simulation are summa-

rized in Table 1.

Table 1: The numbers of expected events from signal and backgrounds and numbers of events observed in

data. The multijet uncertainty is assumed to be 50%. All other uncertainties are derived using theoretical

cross section uncertainties only.

e+≥3 jets µ+≥3 jets
tt̄ 31000+2900−3100 44000±4000
W+jets 5700±2400 9000±4000
Multijet 1900± 900 1100± 500
Z+jets 1400± 600 1200± 500
Single top 3260± 160 4610± 230
Dibosons 115± 6 158± 8
Total Expected 43000±4000 61000±6000
Data 40794 58872

5 Multijet background evaluation

Events with vector bosons in the final state, as selected by single lepton triggers, are characterized by the

presence of high-pT isolated leptons. The processes that give rise to “fake” leptons (either non-isolated

leptons or objects mimicking isolated leptons) include semileptonic b-quark decays, photon conversions,

decays of long-lived particles that produce an electron or a muon in the decay chain, or mis-identification

of jets as electrons.

Two different methods were employed in this analysis for the fake lepton background evaluation. The

Matrix Method (MM) [27] was used to obtain the estimation of the fake lepton background in the µ+jets

channel. In this method, the probability for a high-pT sinal lepton to pass the standard event selection

1The transverse mass is defined as mT(W) =
√

2p"Tp
ν
T(1 − cos(φ" − φν)), where pT is the transverse momentum, φ is the

azimuthal angle, and " and ν refer to the charged lepton and the neutrino, respectively.
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Figure 3: Missing transverse energy (a), transverse W mass (b), and electron ET (c) distributions in the

e+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
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Figure 4: Missing transverse energy (a), transverse W mass (b), and muon pT (c) distributions in the

µ+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
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e+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
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clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.

E
v
e
n

ts
 /
 1

0
 G

e
V

0

2

4

6

8

10

12

310×

3 jets≥+µ
ATLAS Preliminary -1

 Ldt = 5.8 fb∫
 = 8 TeVsData   

tt W+Jets Multijet

Z+Jets Single Top Dibosons

 [GeV]miss
TE

0 40 80 120 160 200

D
a

ta
 /

 E
x

p
e

c
ta

ti
o

n

0.8

1

1.2

1.4

E
v
e
n

ts
 /
 1

0
 G

e
V

0

2

4

6

8

10

12

310×

3 jets≥+µ
ATLAS Preliminary -1

 Ldt = 5.8 fb∫
 = 8 TeVsData   

tt W+Jets Multijet

Z+Jets Single Top Dibosons

 [GeV]W
Tm

0 40 80 120 160 200

D
a

ta
 /

 E
x

p
e

c
ta

ti
o

n

0.8

1

1.2

1.4

E
v
e
n

ts
 /
 1

0
 G

e
V

0

5

10

15

20

25

310×

3 jets≥+µ
ATLAS Preliminary -1

 Ldt = 5.8 fb∫
 = 8 TeVsData   

tt W+Jets Multijet

Z+Jets Single Top Dibosons

 [GeV]
T

muon p
0 40 80 120 160 200

D
a

ta
 /

 E
x

p
e

c
ta

ti
o

n

0.8

1

1.2

1.4

(a) (b) (c)

Figure 4: Missing transverse energy (a), transverse W mass (b), and muon pT (c) distributions in the

µ+jets channel. The distributions in the data (dots) are compared to the model expectations, which in-

clude both signal and background processes. The hatched bands display the combined expected statistical

and systematic uncertainty.
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tt̅ → l+jets II LC2013
• Selection:

‣ single electron(muon) trigger fired

‣  A primary vertex with at least five tracks

‣ Njets (pT > 25 GeV) ≥ 3  and |η| < 2.5 

‣ Reconstructed electron (muon) of pT with ET > 40 GeV matching the 
corresponding high level trigger object

‣ No second electron (muon) with ET > 25 GeV (pT > 25 GeV) 

‣ ET
miss > 30 GeV for the electron channel mT

W > 30 GeV;

‣ in the μ+jets channel: ET
miss > 20 GeV and mT

W + ET
miss > 60 GeV;

‣ at least one b tagged jet

• Systematics 
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(momentum/energy scale and resolution, trigger efficiency, reconstruction and lepton identification ef-

ficiency), as well as the b-tagging performance uncertainty. All of these uncertainties are evaluated by

performing ensemble tests using modified likelihood templates for signal and background. The dominant

instrumental systematic uncertainty (6%) is due to the jet energy scale, and here mostly due to its impact

on the signal reconstruction efficiency.

For the multijet contribution, the variation of results due to scaling of the background up and down

by 50%, as well as the difference between results obtained using the Matrix Method and the Jet-electron

model, were used as a systematic uncertainty. Because of the low level of multijet background in the

selected sample the systematic uncertainty on the cross section σtt̄ due to multijet modelling is small

(about 1%).

As discussed in Section 6, the contributions fromW+jets are fitted separately in the e+jets and µ+jets

channels to allow for absorption of uncertainties in other backgrounds. To verify the fitting procedure,

W+jets and Z+jets were merged into a single template and the combined fit was performed with the

W/Z+jets cross section forced to be the same in both channels. The difference in the tt̄ cross section

obtained by the two methods is small (0.2%).

The systematic uncertainty related to the modelling of W+jets, which results in a variation of likeli-

hood template shapes, is found to be small (<1%). The systematic uncertainty due to single top, diboson,

and Z+jets production is evaluated by varying their cross sections [27]. The effect on the tt̄ cross section

is also small (about 1%).

The uncertainty due to the modelling of Initial/Final State Radiation (ISR/FSR) is estimated using tt̄

events produced with the AMC generator interfaced with PYTHIA, where the parameters controlling

ISR/FSR were varied in a range suggested by the data in the rapidity gap analysis [30,31]. The resulting

σtt̄ uncertainty is 4%. The systematic uncertainty due to MC modelling of the tt̄ production process

is estimated by comparing results obtained with MC@NLO, POWHEG, and ALPGEN signal samples.

This uncertainty is found to be 6%. In addition, there are uncertainties due to parton distribution functions

(PDF) 6% and the choice of the parton shower model, the latter being estimated by comparing results

obtained with POWHEG interfaced to PYTHIA and HERWIG (6%). Finally, the luminosity uncertainty,

measured using techniques similar to those described in [32, 33], is 3.6%. This uncertainty is quoted

separately.

The systematic uncertainties on the inclusive tt̄ cross section measurement are summarized in Ta-

ble 3. The uncertainties due to ISR/FSR, MC generator modelling, PDF, and parton shower model are

combined in a single category named “MC modelling of the signal.”

Table 3: Systematic uncertainties (%) on the inclusive tt̄ cross section measurement in the lepton+jets

channel.

Source e+ ≥3 jets µ+ ≥ 3 jets combined
Jet/MET reconstruction, calibration 6.7, -6.3 5.4, -4.6 5.9, -5.2

Lepton trigger, identification and reconstruction 2.4, -2.7 4.7, -4.2 2.7, -2.8

Background normalization and composition 1.9, -2.2 1.6, -1.5 1.8, -1.9

b-tagging efficiency 1.7, -1.3 1.9, -1.1 1.8, -1.2

MC modelling of the signal ±12 ±11 ±11
Total ±14 ±13 ±13

The tt̄ production cross section is determined under the assumption of a fixed top quark mass mtop =

172.5 GeV. Using the tt̄ MC samples generated with mtop = 170 and 175 GeV, it is observed that the

result varies by ∓1% when mtop changes by ±2.5 GeV. This variation is not included in the systematic

8
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tt̅ → l+jets Variables LC2013

• lepton η:
‣ leptons from t t̅ are more 

central than W+J

• Event Aplanarity:

‣ transformed aplanarity A’= e-8A

‣  A = 3/2 λ3,  smallest eigenvalue normalized momentum 

‣ A → A′ increases the separation power 

‣ t t̅ more isotropic than W+j
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Figure 2: Transformed aplanarity A′ distribution in the e+jets channel (a) and muon pseudorapidity η

distribution in the µ+jets channel (b). The distributions in the data (dots) are compared to the model

expectations, which include both signal and background processes. The hatched bands display the com-

bined expected statistical and systematic uncertainty.

Table 2: Number of tt̄ events and corresponding cross sections obtained from the likelihood fit to data

together with their statistical uncertainties.

Channel Ntt̄ σtt̄ (pb)

e+≥3 jets 31050±350 239±3
µ+≥3 jets 45000±400 242±2
l+≥3 jets 76000±500 241±2

6
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4

highest-pT jets that are not identified as b-jet candi-
dates are selected as τhad candidates. The template is
corrected using MC simulations for differences in the
transverse momentum distribution between the signal
region and the control sample, and for the expected con-
tribution to the control sample from tt̄ dilepton events
(tt̄ → µ+ τhad +X , tt̄ → µ+ e+X).

6 Results

An extended binned-likelihood fit is used to extract the
different contributions from the ntrack distribution. To
improve the fit stability, a soft constraint is applied
to the ratio of quark-jet events to tau/electron events,
which are dominated by the same process (tt̄ events).
The constraint, based on MC predictions, is a Gaussian
with a width of 19% of its central value. This width was
estimated based on studies of the associated systematic
uncertainties using the same methodology as described
in Sect. 7. The statistical uncertainties on the fit param-
eters are calculated using the shape of the fit likelihood.
The systematic uncertainties on the shapes of the tem-
plates are propagated using a pseudo-experiment ap-
proach, taking into account the bin-by-bin correlations.
This yields a final number of tau/electron events of 270
± 24 (stat.) ± 11 (syst.).

trackn
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Ev
en

ts
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140
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180
200

Data 2011
Fit [All]
Fit [Tau/Electron]
Fit [Quark-jets]
Fit [Gluon-jets]

ATLAS

 = 7 TeVs  -1 L dt = 1.67 fb!

Fig. 2 The ntrack distribution for τhad candidates after all
selection cuts. The black points correspond to data, while
the solid black line is the result of the fit. The red (dashed),
blue (dotted) and magenta (dash-dotted) histograms show
the fitted contributions from the tau/electron signal, and the
gluon-jet and quark-jet backgrounds, respectively.

The fit results are shown in Fig. 2. A comparison
between the fit results, and the expected event yields
from the MC predictions is presented in Table 1. The
numbers are in good agreement.

To extract the number of signal events, predictions
from simulation are used to subtract the backgrounds

Source Number of events

tau/electron

tt̄ (τhad) 170 ± 40
tt̄ (electrons) 47 ± 11
Single top 12 ± 2
W+jets 9 ± 5

Total expected 240 ± 50

Fit result 270 ± 24 (stat.) ± 11 (syst.)

quark-jet

tt̄ (jets) 540 ± 160
Single top 24 ± 4
W+jets 21 ± 12

Total expected 580 ± 160

Fit result 520 ± 97 (stat.) ± 78 (syst.)

gluon-jet

Fit result 960 ± 77 (stat.) ± 74 (syst.)

Table 1 Comparison of the numbers of events from MC ex-
pectations and from the results of the fit to the data for the
three templates. The uncertainties on the MC expectations
include the systematic uncertainties of the selection efficiency
described in Sect. 7. No MC predictions are available for the
gluon-jet contribution.

from W+jets and single-top events (9 ± 5 and 12 ± 2,
respectively) from the fitted number of tau/electron ev-
ents. The number is then scaled by the expected ratio,
Nτ/(Nτ +Ne), of τhad and electrons passing the selec-
tion in the tt̄ sample. This ratio is estimated from MC
simulation to be 0.78 ± 0.03 (stat.) ± 0.03 (syst.). This
yields a final number of observed signal events of Nτ =
194 ± 18 (stat.) ± 11 (syst.).

The cross section is obtained using σtt̄ = Nτ/(L · ε).
The efficiency (ε) is estimated from MC simulation to
be (6.0 ± 1.4) ×10−4. It includes the branching frac-
tions for the various tt̄ decays and the acceptance, and
assumes Br(tt̄ →τhad + jets) to be 0.098 ± 0.002 [1].
The efficiency is corrected for a 13% difference between
MC simulation and data in the trigger and b-tagging
efficiencies [26]. The method used for obtaining the un-
certainty on the cross section is detailed in Sect. 7.

The cross section is measured to be σtt̄ = 194 ±
18 (stat.) ± 46 (syst.) pb.

7 Systematic uncertainties

A summary of all systematic uncertainties on the cross
section is given in Table 2.

The uncertainty on the selection efficiency due to
the choice of the configuration for the MC simulation is
estimated by using alternative MC samples and reweight-
ing procedures. The difference in the efficiency obtained
from various configurations is taken as the uncertainty.

• Hadronically: tt ̄→bτhadντ bqq 

• Motivations:

‣ Probe flavour - dependent effects in top 
decays 

‣ In BSM searches: dominant background

‣ If charged Higgs enhancement of σtt ̄

• Backgrounds:

‣ multi-jets, jet faking  τhad, single top, W+jets 

• Strategy:

‣ require ≥ 5 jets, N(btag)≥2: 4 for hadronic top 
jets identification 1 for τhad candidate

✦ pT > 20 GeV, |η|<2.5, pT(τ) > 40 GeV
‣ template fit to number of tracks associated to τhad

‣ Systematics: ISR/FSR(15%), b-tag (9%), Jet energy scale (5%)

• Result in τ+jets

‣ compare/include τ+e(μ)

‣ Good agreement with the theory:

σ t t̅ → τ+jets LC2013
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σtt̄ = 194± 18(stat)± 46(syst) pb

σtt̄ = 186± 13(stat)± 20(syst)± 7(lumi) pb

σtheor
tt̄ = 167+17

−18 pb

Phys. Lett. B 717(2012) 89-108)
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t t̅ Jet Multiplicity II LC2013
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Figure 5: The particle-jet multiplicities for the electron channel and the jet pT thresholds (a) 25, (b)

40, (c) 60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+PYTHIA and ALP-

GEN+PYTHIA αS variations. The data points and their corresponding statistical uncertainty are shown

in black, whereas the total uncertainty (syst. ⊕ stat.) is shown as a shaded band. The MC predictions are

shown with their statistical uncertainty.
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Figure 5: The particle-jet multiplicities for the electron channel and the jet pT thresholds (a) 25, (b)

40, (c) 60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+PYTHIA and ALP-

GEN+PYTHIA αS variations. The data points and their corresponding statistical uncertainty are shown

in black, whereas the total uncertainty (syst. ⊕ stat.) is shown as a shaded band. The MC predictions are

shown with their statistical uncertainty.
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Figure 5: The particle-jet multiplicities for the electron channel and the jet pT thresholds (a) 25, (b)

40, (c) 60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+PYTHIA and ALP-

GEN+PYTHIA αS variations. The data points and their corresponding statistical uncertainty are shown

in black, whereas the total uncertainty (syst. ⊕ stat.) is shown as a shaded band. The MC predictions are

shown with their statistical uncertainty.
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Figure 5: The particle-jet multiplicities for the electron channel and the jet pT thresholds (a) 25, (b)

40, (c) 60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+PYTHIA and ALP-

GEN+PYTHIA αS variations. The data points and their corresponding statistical uncertainty are shown

in black, whereas the total uncertainty (syst. ⊕ stat.) is shown as a shaded band. The MC predictions are

shown with their statistical uncertainty.
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Figure 6: The particle-jet multiplicities for the muon channel and the jet pT thresholds (a) 25, (b)

40, (c) 60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+PYTHIA and ALP-

GEN+PYTHIA αS variations. The data points and their corresponding statistical uncertainty are shown

in black, whereas the total uncertainty (syst. ⊕ stat.) is shown as a shaded band. The MC predictions are

shown with their statistical uncertainty.
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Figure 4: Template parameterisations for signal, composed of tt̄ and single top quark production events.

The expected sensitivity ofmreco
top to all fit parameters is shown separately for the events with one b-tagged

jet (a, c, e), and for the events with at least two b-tagged jets (b, d, f). Each distribution is overlaid with

the corresponding probability density function from the combined fit to all templates.

Top Mass: II LC2013
• Observables:
‣ mtop: main observable

‣ mWreco:sensitivity to jet energy scale (JES)

‣ Rlbcalo sensitivity to b-to light jets energy 
changes (bJES)
✦  H.F. momenta / light jets momenta

• Parametrization: 
‣ separation for 1-tag, ≥2b- tags for sensitivity

‣ simultaneous fit to all templates.
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2d-analysis 3d-analysis

mtop [GeV] JSF mtop [GeV] JSF bJSF

Measured value 172.80 1.014 172.31 1.014 1.006

Data statistics 0.23 0.003 0.23 0.003 0.008

Jet energy scale factor (stat. comp.) 0.27 n/a 0.27 n/a n/a

bJet energy scale factor (stat. comp.) n/a n/a 0.67 n/a n/a

Method calibration 0.13 0.002 0.13 0.002 0.003

Signal MC generator 0.36 0.005 0.19 0.005 0.002

Hadronisation 1.30 0.008 0.27 0.008 0.013

Underlying event 0.02 0.001 0.12 0.001 0.002

Colour reconnection 0.03 0.001 0.32 0.001 0.004

ISR and FSR (signal only) 0.96 0.017 0.45 0.017 0.006

Proton PDF 0.09 0.000 0.17 0.000 0.001

single top normalisation 0.00 0.000 0.00 0.000 0.000

W+jets background 0.02 0.000 0.03 0.000 0.000

QCD multijet background 0.04 0.000 0.10 0.000 0.001

Jet energy scale 0.60 0.005 0.79 0.004 0.007

b-jet energy scale 0.92 0.000 0.08 0.000 0.002

Jet energy resolution 0.22 0.006 0.22 0.006 0.000

Jet reconstruction efficiency 0.03 0.000 0.05 0.000 0.000

b-tagging efficiency and mistag rate 0.17 0.001 0.81 0.001 0.011

Lepton energy scale 0.03 0.000 0.04 0.000 0.000

Missing transverse momentum 0.01 0.000 0.03 0.000 0.000

Pile-up 0.03 0.000 0.03 0.000 0.001

Total systematic uncertainty 2.02 0.021 1.35 0.021 0.020

Total uncertainty 2.05 0.021 1.55 0.021 0.022

Table 2: The measured values of mtop and the contributions of various sources to the uncertainty of the

2d-analysis and 3d-analysis.The corresponding uncertainties on the measured values of the JSF and for

the 3d-analysis also the bJSF are also shown. The Signal MC generator systematic uncertainty is ob-

tained from pairs of independent Monte Carlo samples. The statistical precision on mtop of all Monte

Carlo samples in the 3d-analysis (2d-analysis) is about 0.15 GeV (0.07 GeV). The corresponding val-

ues for the JSF and bJSF are 0.0017 and 0.0006, respectively. Consequently, for the uncertainty source

Signal MC generator the statistical uncertainty of the evaluation of the systematic uncertainty on mtop is

0.21 GeV for the 3d-analysis and 0.10 GeV for the 2d-analysis. For the sources Hadronisation, Under-

lying event, Colour reconnection, ISR and FSR the same hard scattering events before hadronisation are

used, albeit with respective different further processing for the source under study. For these sources the

samples are not independent, and the statistical uncertainty of the evaluation of the systematic uncertainty

is correspondingly smaller.
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Figure 6: Fitted mreco
W

(a), Rreco
lb

(b) and mreco
top (c) distributions in the data. The fitted probability density

functions for the background alone and background plus signal contributions are also shown.
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functions for the background alone and background plus signal contributions are also shown.
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 l+jets-1D0 3.6 fb  1.12± 0.53          ± 0.83 ±174.94 

 l+jets-1CMS 5.0 fb  0.98± 0.33          ± 0.27 ±173.49 

 l+jets (3d) prel.-14.7 fb  1.35± 0.67 ± 0.27 ± 0.23 ±172.31 

 l+jets (2d)-11 fb  2.27± 0.43          ± 0.61 ±174.53 

ATLAS Preliminary May 2013

stat JSF     bJSF syst

Figure 8: The result of the 3d-analysis for mtop compared to a number of other measurements, see text

for details. The values for the uncertainties are separated into up to four components, the statistical

uncertainty on mtop, the statistical components due to the in-situ determinations of the JSF, and for

ATLAS also the bJSF, and the remaining systematic uncertainties. The data points show the measured

values with their statistical uncertainty (red), the quadratic sum of the statistical uncertainty and the

statistical components due to the in-situ determinations of the scales (orange), and the total uncertainty

including systematics (blue).

Top Mass LC2013
• Improvements:

‣ Sensitivity to mtop improved  by 
20%. 

‣ The total systematic uncertainty 
is reduced by 40%

✦ bJES strongly reduced

‣ Better modeling of underlying 
partonic quantities

✦ tails of the transfer functions

• Future improvements

‣ better understanding b-tagging 
systematics 

‣ reduction of statistical components in systematics with more data

‣ Determination of JSF in kinematic regions.

• Result:
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4.7 fb-1 √ s = 7  

4.7 fb-1, √ s = 7  TeV,  ATLAS-CONF-2013-046

mtop = 172.31 ± 0.75(stat+JSF+bJSF) ± 1.35(syst) GeV
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Top quark polarization (7 TeV, 4.66 fb−1, ATLAS-CONF-2012-133)

In SM top quarks are produced almost unpolarized
In some BSM scenarios, top quarks are produced polarized
Polarization was measured in l+jets using θl , polar angle of
the lepton in the top quark rest frame:

f =
1

2
+

N(cos θl > 0)− N(cos θl < 0)

N(cos θl > 0) + N(cos θl < 0)

f is measured using
template fit method:
fully positively VS.
negatively polarized
top quarks

SM expectation:
fSM = 0.5
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Results of the fit: f = 0.470±0.009(stat)+0.023
−0.032(syst)
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Top Polarization I LC2013

• Motivations:

‣ Unpolarized Standard Model top 

‣ Some BSM models, top quarks are 
produced polarized 

• Method and Extraction

‣  lepton polar angle (top rest frame) (θᵢ) :
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f =
1

2
+

N(cos(θi) > 0)−N(cos(θi) < 0)

N(cos(θi) > 0) +N(cos(θi) < 0)

4.7 fb-1 √ s = 7  TeV ATLAS-CONF-2012-133
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Stefan GuindonHCP 2012 Kyoto, Japan Top Quark Properties with the ATLAS Detector13/11/12

Top Quark Polarisation I 

5

4.7 fb-1 ATLAS-CONF-2012-133

• cos(!l): polar lepton angle in parent top 
quark rest frame

• Kinematic top pair decay reconstruction

f = 1
2 + N(cosθl>0)−N(cosθl<0)

N(cosθl>0)+N(cosθl<0)

• SM predicts unpolarised top 
• Parity conservation in QCD

• Deviation: hint of new physics

• Fraction of positively polarised top quarks: 
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Figure 2: Transformed aplanarity A′ distribution in the e+jets channel (a) and muon pseudorapidity η

distribution in the µ+jets channel (b). The distributions in the data (dots) are compared to the model

expectations, which include both signal and background processes. The hatched bands display the com-

bined expected statistical and systematic uncertainty.

Table 2: Number of tt̄ events and corresponding cross sections obtained from the likelihood fit to data

together with their statistical uncertainties.

Channel Ntt̄ σtt̄ (pb)

e+≥3 jets 31050±350 239±3
µ+≥3 jets 45000±400 242±2
l+≥3 jets 76000±500 241±2

6

• Simultaneous over e, μ fit:
‣ per channel fit of W+j

✦ uncertainties absorption by W+j fraction

• Good Agreement with theoretical 
prediction:

✦ top mass @172.5 GeV 
✦ and NNLO QCD HATHOR

tt̅ → l+jets I LC2013
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σtt̄ = 241± 2 (stat)± 31 (syst)± 9 (lumi) pb

 5.8 fb-1 at √s = 8 TeV ATLAS-CONF-2012-149 and ATLAS-CONF-2012-024
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Figure 2: Transformed aplanarity A′ distribution in the e+jets channel (a) and muon pseudorapidity η

distribution in the µ+jets channel (b). The distributions in the data (dots) are compared to the model

expectations, which include both signal and background processes. The hatched bands display the com-

bined expected statistical and systematic uncertainty.

Table 2: Number of tt̄ events and corresponding cross sections obtained from the likelihood fit to data

together with their statistical uncertainties.

Channel Ntt̄ σtt̄ (pb)

e+≥3 jets 31050±350 239±3
µ+≥3 jets 45000±400 242±2
l+≥3 jets 76000±500 241±2

6

σtheor
tt̄ = 238+22

−25 pb

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-149/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-149/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-024/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2012-024/
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Table 3: Estimators β̂ of the parameters of the likelihood function as obtained from the maximum like-

lihood fit to data. The β̂ are scale factors that multiply the expected rate for each process. The quoted

uncertainties are statistical only.

Process β̂

t channel 1.08 ± 0.03

W+ heavy flavour 1.04 ± 0.03

W+ light jets 0.93 ± 0.04

Z+ jets, diboson 0.94 ± 0.10

tt̄,Wt, s channel 0.88 ± 0.01
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Figure 10: Neural network output distributions (a) for the two-jet sample and (b) for the three-jet sam-

ple. The signal and backgrounds are normalised to the fit result. The bottom panels show the relative

difference between observed data and expectation. The blue shaded band reflects the uncertainty from

the limited MC statistics and the uncertainty on the QCD multijet normalisation.

7.1 Estimation of the systematic uncertainties

The systematic uncertainties on the cross-section measurement are determined using a frequentist method

based on pseudo-experiments that accounts for variations of the signal acceptance, the background rates

and the shape of the NN output. The correlations between the different analysis channels are fully

accounted for by applying correlated systematic shifts across all channels. The RMS of the distribution of

fit results for the pseudo-datasets is an estimator for the expected uncertainty. The systematic uncertainty

on the measured parameters is similarly estimated using the measured β values for the single top-quark

t-channel signal and the backgrounds.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table

provides the uncertainties evaluated for the observed signal and background rates as obtained from the

maximum likelihood fit to the observed collision data. The total relative uncertainty on the measured

cross-section σt is ±19%.
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7.1 Estimation of the systematic uncertainties

The systematic uncertainties on the cross-section measurement are determined using a frequentist method

based on pseudo-experiments that accounts for variations of the signal acceptance, the background rates

and the shape of the NN output. The correlations between the different analysis channels are fully

accounted for by applying correlated systematic shifts across all channels. The RMS of the distribution of

fit results for the pseudo-datasets is an estimator for the expected uncertainty. The systematic uncertainty

on the measured parameters is similarly estimated using the measured β values for the single top-quark

t-channel signal and the backgrounds.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table

provides the uncertainties evaluated for the observed signal and background rates as obtained from the

maximum likelihood fit to the observed collision data. The total relative uncertainty on the measured

cross-section σt is ±19%.
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Single Top cross section LC2013
• Selection:

• N.N. discrimination

‣ min |pz(ν)| for quadratic solution choice

• cross section extraction: likelihood fit

‣ extraction of β̂ scale factors 

✦ N(evt) = β × expectation
‣ combined fit in 2 and 3 jet bins
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 5.8 fb-1, at √s = 8 TeV, ATLAS-CONF-2012-132
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lihood fit to data. The β̂ are scale factors that multiply the expected rate for each process. The quoted

uncertainties are statistical only.
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t channel 1.08 ± 0.03
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the limited MC statistics and the uncertainty on the QCD multijet normalisation.

7.1 Estimation of the systematic uncertainties

The systematic uncertainties on the cross-section measurement are determined using a frequentist method

based on pseudo-experiments that accounts for variations of the signal acceptance, the background rates

and the shape of the NN output. The correlations between the different analysis channels are fully

accounted for by applying correlated systematic shifts across all channels. The RMS of the distribution of

fit results for the pseudo-datasets is an estimator for the expected uncertainty. The systematic uncertainty

on the measured parameters is similarly estimated using the measured β values for the single top-quark

t-channel signal and the backgrounds.

Table 4 shows the contributions to the total uncertainty on the cross-section measurement. The table

provides the uncertainties evaluated for the observed signal and background rates as obtained from the

maximum likelihood fit to the observed collision data. The total relative uncertainty on the measured

cross-section σt is ±19%.
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statistical errors only
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Spin Correlation (7 TeV, 2.1 fb−1, PRL 108, 212001 (2012))

tt̄ → l+νb, l−νb̄ produce charged leptons possessing
correlations in azimuthal angle, ∆φ

The degree of spin correlation of tt̄, A ≡ N(↑↑)+N(↓↓)−N(↑↓)−N(↓↑)
N(↑↑)+N(↓↓)+N(↑↓)+N(↓↑)
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Ameasured = ASM · f SM

The fit includes a linear superposition:
f SM × ( SM prediction ) +
(1− f SM)× ( uncorrelated model )

The four di-lepton channels fitted
simultaneously to get a common f SM

f SM = 1.30±0.14(stat)+0.27
−0.22(syst)

Ameasured = 0.40±0.04(stat)+0.08
−0.07(syst)

Zero tt̄ spin correlation is excluded with a significance of 5.1σ

DØ Collaboration reported the evidence with a significance of 3.1σ

La Thuile 2013 (Feb 24 - Mar 2, 2013) Measurements of Top Quark Properties in ATLAS 6/23

t t̅ Spin Correlation LC2013
• Template fit on Δϕ distributions

‣ linear superposition of template modeling the 
correlated (fSM) and uncorrected (1- fSM)  
hypotheses

• Results projected in two basis:

‣ helicity base (quark direction of flight in the 
C.M.)

‣ maximal basis (optimized for tt ̅ production from 
gg)

‣ Consistent with S.M. prediction 

✦  Ahelicicy=0.31 and Amaximal= 0.44

• First Observation
‣ No correlation excluded at 5.1σ 
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5

tainty is calculated by combining all systematic uncer-
tainties in quadrature.

TABLE II. Summary of the effect of statistical and systematic
uncertainties on the measured value of fSM for the combined
fit.

Uncertainty source ∆fSM

Data statistics ±0.14
MC simulation template statistics ±0.09

Luminosity ±0.01
Lepton ±0.01

Jet energy scale, resolution and efficiency ±0.12
NLO generator ±0.08

Parton shower and fragmentation ±0.08
ISR/FSR ±0.07

PDF uncertainty ±0.07
Top quark mass ±0.01
Fake leptons +0.16/−0.07

Calorimeter readout ±0.01

All systematics +0.27/−0.22
Statistical + Systematic +0.30/−0.26

The measured value of fSM for the combined fit is
found to be 1.30 ± 0.14 (stat) +0.27

−0.22 (syst). This can
be used to obtain a value for Ameasured

basis by applying it
as a multiplicative factor to the NLO QCD prediction of
Abasis using Ameasured

basis = ASM
basis ·fSM, where the subscript

‘basis’ indicates a chosen spin basis [11]. For the helicity
basis this results in Ahelicity = 0.40 ± 0.04 (stat) +0.08

−0.07
(syst), and for the maximal basis Amaximal = 0.57± 0.06
(stat) +0.12

−0.10 (syst), where the SM predictions are 0.31 and
0.44 respectively. MC simulation pseudo-experiments in-
cluding systematic uncertainties are used to calculate the
probability that a value of fSM or larger is measured us-
ing the assumption of fSM = 0. For the observed limit
the value of fSM measured in data is used and for the ex-
pected limit a value of fSM = 1 is used. The hypothesis
of zero tt̄ spin correlation is excluded with a significance
of 5.1 standard deviations. The expected significance is
4.2 standard deviations.
In conclusion, the first measurement of tt̄ spin corre-

lation at the LHC has been presented using 2.1 fb−1 of
ATLAS data in the dilepton decay topology. A template
fit is performed to the ∆φ distribution and the measured
value of fSM = 1.30± 0.14 (stat) +0.27

−0.22 (syst) is consistent
with the SM prediction. The data are inconsistent with
the hypothesis of zero spin correlation with a significance
of 5.1 standard deviations.
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1 Introduction

This note presents a search for charge-parity (CP) violation by probing the couplings of the top quark
in the Wtb1 vertex at the ATLAS experiment [1] at the LHC. CP violation was first observed in 1964 in
decays of neutral kaons [2] and later also in B decays [3, 4].

In cosmology CP violation is usually an essential ingredient to explain the baryon asymmetry of
the universe [5]. However, the known sources of CP violation in the kaon and B decays are thought to
be too weak to account for the observed asymmetry. New sources of CP violation, not foreseen by the
Standard Model (SM), are therefore searched for at B factories, hadron colliders and neutrino oscillation
experiments.

This analysis is based on the measurement of an asymmetry in the angular distribution of the charged
lepton from the W decay in the single top quark t-channel (see Figure 1). The theoretical framework is
presented in detail in Ref. [6] and is summarised below.
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Single Top CP  Violation LC2013
• Single Top production 

‣ direct probe of couplings in the Wtb vertex 

• most general S.M. lagrangian at tree level:

‣ VL ~Vtb~1: 

‣ while the anomalous couplings VR and gL,R =0 

• Deviations from:

‣ W polarization fractions 

‣ Lepton Angular asymmetries from the W decay

• For unpolarised top quark production 

• only meaningful reference direction: momentum (q) of the W boson in the top quark 
rest frame (helicity basis) 

‣ corresponding angle θ∗ 

‣ In top quark decays θ angle between the direction of the lepton from the W decay in the W 
boson rest frame and a certain reference direction. 
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Table 4. Summary of the W boson helicity fractions measured using the two different techniques
described and the combination. The quoted uncertainties are the statistical (first) and the system-
atic (second) uncertainties.

Channel F0 FL FR

W boson helicity fractions from the template fit

Single leptons 0.57 ± 0.06 ± 0.09 0.37 ± 0.03 ± 0.04 0.07± 0.03 ± 0.06

Dileptons 0.92 ± 0.10 ± 0.10 0.17 ± 0.06 ± 0.07 −0.09± 0.05 ± 0.06

Combination 0.66 ± 0.06 ± 0.07 0.33 ± 0.03 ± 0.03 0.01± 0.03 ± 0.06

FR fixed 0.66 ± 0.03 ± 0.04 0.34 ± 0.03 ± 0.04 0 (fixed)

W boson helicity fractions from the angular asymmetries

Single leptons 0.66 ± 0.03 ± 0.08 0.33 ± 0.02 ± 0.05 0.01± 0.01 ± 0.04

Dileptons 0.74 ± 0.06 ± 0.10 0.27 ± 0.03 ± 0.05 −0.01± 0.03 ± 0.05

Combination 0.67 ± 0.04 ± 0.07 0.32 ± 0.02 ± 0.04 0.01± 0.02 ± 0.04

Overall combination 0.67 ± 0.03 ± 0.06 0.32 ± 0.02 ± 0.03 0.01± 0.01 ± 0.04

to shape-related uncertainties, such as ISR/FSR and jet reconstruction, while the angu-

lar asymmetries are more sensitive to background normalization uncertainties, due to the

background subtraction which needs to be performed.

6.1 Combination

The results presented in the previous sections were combined using the BLUE method.

Both the statistical correlations between analyses, and the correlations of systematic uncer-
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W helicity LC2013
• Method II: Measurement of angular distributions

‣ S.M. values:

✦ A+ ~ 0.548 ± 0.010 

✦ A_ ~ −0.8397 ± 0.0033

• χ² minimization in reconstruction of single lepton 
events:

‣ σt=14 GeV σW=10 GeV
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Figure 3. Distributions of cos θ∗ for each of the three simulated signal templates. The templates
for the combined (left) single-lepton and (right) dilepton channels are shown.

4.2 Measurement using the angular asymmetries

The angular asymmetries were measured using the cos θ∗ distribution obtained by recon-

structing the events with a χ2 minimization technique in the single-lepton channels [44].

The χ2 was defined according to:

χ2 =
(m!νja −mt)2

σ2
t

+
(mjbjcjd −mt)2

σ2
t

+
(m!ν −mW )2

σ2
W

+
(mjcjd −mW )2

σ2
W

, (4.3)

where mt = 172.5 GeV, mW = 80.4 GeV, σt = 14 GeV and σW = 10 GeV are the expected

top quark and W boson mass resolutions, $ represents the selected electron or muon, m!ν

is the invariant mass of the electron (muon) and the neutrino, and ja,b,c,d corresponds to all

possible combinations of four jets among all selected jets in the event (with m!νja , mjbjcjd

andm!νja being the corresponding invariant masses). The neutrino was reconstructed using

the missing transverse energy, with the longitudinal component of the neutrino momentum

(pνz ) allowed to vary. The solution corresponding to the minimum χ2 value is chosen. No

b-tagging information was used in resolving the ambiguities in assigning jets.

The method described in the previous subsection was used to reconstruct dilepton tt̄

events.

For the measurement of the angular asymmetries, A+ and A−, the cos θ∗ distribution

was divided into four non-uniform bins, which were used to count the number of events

above and below z = ±(1 − 22/3), as defined in Equation 1.2. A background subtraction

in the observed cos θ∗ distribution was performed. Subsequently, the following steps were

applied iteratively: the number of reconstructed events above and below cos θ∗ = z were

counted in data for each asymmetry and correction factors were evaluated by comparing

the Standard Model expectation with the reconstructed number of simulated tt̄ events.

These factors allowed corrections to be made for event selection and reconstruction effects.

The obtained angular asymmetries were then converted into W boson helicity fractions
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W helicity: angular asymmetry (7 TeV, 1.04 fb−1, JHEP 1206 (2012) 088 )

Method 2: polarization of the W bosons can also be obtained through
angular asymmetry:

A± = N(cosθ∗>z±)−N(cosθ∗<z±)
N(cosθ∗>z±)+N(cosθ∗<z±) ; z± = ±(1− 22/3)

Iterative unfolding procedure until the method converges, backgrounds
are subtracted before that

In l+jets:
� A+ = 0.52± 0.02(stat.)± 0.03(syst.)
� A− = −0.84± 0.01(stat.)± 0.02(syst.)

In dilepton:
� A+ = 0.56± 0.02(stat.)± 0.04(syst.)
� A− = −0.84± 0.02(stat.)± 0.04(syst.)

Systematic: lepton misidentification,
jet energy scale, MC modeling
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6.1 Combination
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Figure 1: Overview of the four measurements included in the combination as well as the results of
the combination. The inner and outer error bars correspond to the statistical and the total uncertainty,
respectively. The green solid line indicates the predictions of NNLO QCD calculations [1].
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W helicity ATLAS+CMS I LC2013
• Combination of F0, FR

‣ FR=1-F0-FL

• All results before combination: 

• Uncertainties:

‣ statistical ~50% larger than respective largest 
systematic 

‣ Jet Energy Scale, Detector Modeling,Radiation, Top Mass
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Table 1: Summary of the ATLAS and CMS measurements. Reported uncertainties on the helicity frac-
tions are statistical and systematic respectively.

Measurement F0 FL FR

ATLAS 2010 (single lepton) [Alj2010] 0.652 ± 0.134 ± 0.092 0.359 ± 0.088 ± 0.056 −0.011 ± 0.060 ± 0.046
ATLAS 2011 (single lepton) [Alj2011] 0.642 ± 0.030 ± 0.071 0.344 ± 0.020 ± 0.042 0.014 ± 0.014 ± 0.055
ATLAS 2011 (dilepton) [Adil2011] 0.744 ± 0.050 ± 0.087 0.276 ± 0.031 ± 0.051 −0.020 ± 0.026 ± 0.065
CMS 2011 (single lepton) [Clj2011] 0.567 ± 0.074 ± 0.048 0.393 ± 0.045 ± 0.024 0.040 ± 0.035 ± 0.043

4 Sources of systematic uncertainty

The sources of systematic uncertainty considered in the measurements are briefly described in the fol-
lowing. The systematic uncertainties from the individual measurements are grouped into categories that
are assumed to be independent. Each category comprises sources of uncertainties that have similar ori-
gins, e.g., the detector modeling or the determination of background contributions, and which resulted in
uncertainties of roughly the same size.

4.1 Detector modeling

Detector model: This category includes the uncertainties related to the reconstruction of leptons and
jets, with the exception of the jet energy scale, and the identification of jets initiated by b-quarks (b-
tagging). It includes in particular uncertainties due to triggering and particle identification efficiencies as
well as the jet energy resolution. For the ATLAS measurements, it further includes the small uncertainty
due to a hardware failure in a small region of the calorimeter for a subset of data.

Jet energy scale (JES): The uncertainty on the jet energy scale is represented by this category. For
the CMS analysis, jets were reconstructed using the particle flow technique [13], and the JES uncertain-
ties [14] come from different sources: physics modeling in Monte Carlo simulations (such as fragmen-
tation properties, which include the parton shower and hadronization, and underlying event), modeling
of the detector response, and uncertainties associated to the residual corrections from in-situ jet energy
calibrations. For the typical jet energies in top-quark pair production, corrections related to the impact
of additional proton-proton interactions (pile-up) and jet flavor dependence are the main contributors to
the total JES uncertainty.

For the ATLAS measurements, the JES uncertainty is estimated from test-beam data, LHC collision
data and Monte Carlo simulations [15]. It further includes uncertainties associated to the relative energy
scale between gluon/light-quark jets and b-jets as well as uncertainties in the flavor composition of the
sample under study, and mis-measurements from close-by jets. Uncertainties on the jet energy scale due
to pile-up are also included in this category.

Luminosity and pile-up:

This category covers the uncertainties on the ATLAS W helicity measurements coming from the
luminosity (known to 3.7% [16]) and pile-up (except the part included in the JES uncertainty).

In the CMS measurement, the expected background contributions were estimated using simulation
and normalized to the data luminosity. The tt̄ normalization was fitted to data, implying that its uncer-
tainty minimally affects the helicity fractions determination. The effects of luminosity uncertainty on
the background normalization and its residual effects on the signal are accounted for in the background-
related categories. CMS algorithms for the reconstruction of jets and missing energy remove additional

4

7 Results

The combined helicity fractions are

F0 = 0.626 ± 0.034 (stat.) ± 0.048 (syst.) ,
FL = 0.359 ± 0.021 (stat.) ± 0.028 (syst.)

with a total correlation of ρ = −0.86. Using the unitarity constraint on the helicity fractions, the fraction
of events with W bosons with right-handed polarization is calculated to be

FR = 0.015 ± 0.034 ,

where the uncertainty includes the statistical and systematic uncertainties.
The χ2 of the BLUE combination is 3.3 for eight (correlated) measurements and two fit parameters.

A detailed breakdown of the uncertainties is presented in Table 6, where the dominant sources are the
radiation modeling, the jet energy scale, the detector model and the top-quark mass. The statistical un-
certainties on F0 and FL are approximately 50% larger than the respective largest systematic uncertainty.
Table 7 shows the linear combination coefficients of each measurement. The 2011 single-lepton mea-
surements performed by ATLAS and CMS dominate the combination. The negative weights occur due
to the large anti-correlations between F0 and FL.

Table 6: Uncertainties on F0 and FL for the ATLAS and CMS combination.

LHC combination

Category F0 FL

Detector modeling

Detector model 0.019 0.011

Jet energy scale 0.020 0.012

Luminosity and pile-up 0.006 0.003

Signal and background modeling

Monte Carlo 0.012 0.008

Radiation 0.024 0.012

Top-quark mass 0.019 0.012

PDF 0.008 0.004

Background (MC QCD) 0.003 0.001

Background (MCW + jets) 0.007 0.002

Background (MC other) 0.011 0.006

Background (data-driven) 0.013 0.008

Method-specific uncertainties

Method 0.008 0.005

Total uncertainties

Total systematic uncertainty 0.048 0.028

Statistical uncertainty 0.034 0.021

Total uncertainty 0.059 0.035

11
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W helicity ATLAS+CMS II LC2013

• Combination of F0, FR

‣ FR=1-F0-FL

‣ taking into account correlated systematics

• Cobined Results:

‣ global correlation ρ= - 0.86

‣ χ² ~ 3.3 for 8 measurements 
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7 Results

The combined helicity fractions are

F0 = 0.626 ± 0.034 (stat.) ± 0.048 (syst.) ,
FL = 0.359 ± 0.021 (stat.) ± 0.028 (syst.)

with a total correlation of ρ = −0.86. Using the unitarity constraint on the helicity fractions, the fraction
of events with W bosons with right-handed polarization is calculated to be

FR = 0.015 ± 0.034 ,

where the uncertainty includes the statistical and systematic uncertainties.
The χ2 of the BLUE combination is 3.3 for eight (correlated) measurements and two fit parameters.

A detailed breakdown of the uncertainties is presented in Table 6, where the dominant sources are the
radiation modeling, the jet energy scale, the detector model and the top-quark mass. The statistical un-
certainties on F0 and FL are approximately 50% larger than the respective largest systematic uncertainty.
Table 7 shows the linear combination coefficients of each measurement. The 2011 single-lepton mea-
surements performed by ATLAS and CMS dominate the combination. The negative weights occur due
to the large anti-correlations between F0 and FL.

Table 6: Uncertainties on F0 and FL for the ATLAS and CMS combination.

LHC combination

Category F0 FL

Detector modeling

Detector model 0.019 0.011

Jet energy scale 0.020 0.012

Luminosity and pile-up 0.006 0.003

Signal and background modeling

Monte Carlo 0.012 0.008

Radiation 0.024 0.012

Top-quark mass 0.019 0.012

PDF 0.008 0.004

Background (MC QCD) 0.003 0.001

Background (MCW + jets) 0.007 0.002

Background (MC other) 0.011 0.006

Background (data-driven) 0.013 0.008

Method-specific uncertainties

Method 0.008 0.005

Total uncertainties

Total systematic uncertainty 0.048 0.028

Statistical uncertainty 0.034 0.021

Total uncertainty 0.059 0.035

11
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• Consistent with CP invariance in top quark 

decays (ANFB = 0). 

‣ [−0.20, 0.30]  95% C.L. on I(gR)

✦ 0.9 top quark polarization

•  Consistent with SM predictions: 

‣ leading order 

‣ including one loop E.W. corrections 

• First Limit on the I(gR):

‣ prediction: [ -7.17 - 1.23i ] × 10-3

‣ I(gR)~0.17 R(gR): Non S.M. contributions can 
have sizable CP-violating component
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Figure 8 shows the constraints in the top quark polarisation versus the difference FNR − F
N
L plane

using the same ANFB measurement. The allowed regions at 68% and 95% CL are shown.
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Figure 8: Constraints in the top quark polarisation versus the difference FNR − F
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measurement. The allowed regions at 68% and 95% CL are shown. The SM prediction at LO (I(gR) = 0
and P = 0.9) is also presented for comparison.

9 Conclusions

A measurement of a CP-violating forward-backward asymmetry ANFB in top quark decays has been pre-
sented. The data analysed are from pp collisions at

√
s = 7 TeV recorded by the ATLAS detector at the

LHC and corresponding to an integrated luminosity of 4.66 fb−1. The measurement has been performed
in single top quark t-channel events with two jets (one being b-tagged), significant EmissT and one lepton
(electron or muon) in the final state, where top quarks are predicted to be highly polarised.

The forward-backward asymmetry measured is:

ANFB = 0.031 ± 0.065 (stat.)
+0.029
−0.031 (syst.) .

This measurement is consistent with CP invariance in top quark decays (ANFB = 0). Assuming a
value of 0.9 for the top quark polarization, this measurement is used to set a first experimental limit of
[−0.20, 0.30] on I(gR) at 95% CL. This limit is also consistent with SM predictions at leading order and
including one loop electroweak corrections [16].
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8 Results

Table 3 shows the ANFB measurement before and after background subtraction and the final unfolded result
which is extracted from the distribution shown in Figure 6.

Table 3: ANFB measurement for the combined electron and muon channel. Both the statistical and system-
atic uncertainties are shown for the unfolded result.

ANFB
Data, before background subtraction 0.012 ± 0.028 (stat.)
Data, after background subtraction 0.018 ± 0.055 (stat.)
Data unfolded 0.031 ± 0.065 (stat.) +0.029−0.031 (syst.)

Using the relation between ANFB and I(gR) in Equation 5 (assuming VL = 1, VR = gL = 0 and gR
small and purely imaginary), it is possible to constrain the imaginary part of the anomalous coupling gR.
Figure 7 shows the allowed regions given by the ANFB measurement in the top quark polarisation versus
I(gR) plane. Two bands are shown corresponding to the 68% and 95% confidence level (CL). Assuming
a value of P = 0.9 for the top quark polarisation8, the first experimental limits on I(gR) are determined
to be [−0.20, 0.30] at 95% confidence level.
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Figure 7: Constraints in the top quark polarisation versus I(gR) plane from the ANFB measurement. The
allowed regions at 68% and 95% CL are shown. The SM prediction at LO (I(gR) = 0 and P = 0.9) is
also shown.

Additionally one can consider the relation between the asymmetry ANFB and the right and left-handed
helicity fractions in the normal direction which is:

ANFB =
3
4
P(FNR − F

N
L ) . (7)

8This value of the top quark polarisation is close to, but conservatively smaller than, the one predicted for the single top
t-channel production [14, 15]. Any uncertainty is explicitly neglected when computing the experimental limits on I(gR).
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rest frame (helicity basis). In a similar way to θ∗, the angles θN or θT are defined between the lepton in
the W boson rest frame and the new directions "N or "T , respectively. In order to measure these angular
distributions, the top quark and W boson need to be fully reconstructed since boosts to their rest frames
are performed.

It is shown in Ref. [6] that the forward-backward asymmetry in the normal direction, ANFB, is very
sensitive to the imaginary part of the anomalous coupling gR. For small values of gR and taking VL = 1
and VR = gL = 0, the relation is:

ANFB = 0.64 P I(gR) . (5)

The goal of this analysis is to measure the forward-backward asymmetry ANFB and to probe the anoma-
lous coupling gR. Currently there is no experimental limit on the imaginary part of gR. In the SM
I(gR) vanishes at leading order (LO) and including one loop electroweak corrections the prediction is
gR = (−7.17 − 1.23i) × 10−3 [16]. Note that this imaginary part is 17% of the real one and therefore one
could expect that non-SM contributions have sizable CP-violating components.

The note is organised as follows: Section 2 briefly describes the ATLAS detector. Section 3 gives an
overview of the data and simulated samples. Section 4 describes the object definition, the event selection
and the event yields. In Section 5 the major backgrounds and their estimation from data or simulation
are presented. Section 6 describes the measurement of the forward-backward asymmetry in the normal
direction. Section 7 summarises the systematic uncertainties. Section 8 shows the final results and
Section 9 presents the conclusions.

2 The ATLAS detector

The ATLAS detector is built from a set of cylindrical subdetectors, which cover almost the full solid
angle2 around the interaction point. It consists of an inner tracking detector (ID), electromagnetic and
hadronic calorimeters and a muon spectrometer. The ID comprises a silicon pixel detector, a silicon
microstrip detector and a transition radiation tracker. It is surrounded by a superconducting solenoid
providing a 2 T magnetic field. The ID is used for reconstruction of tracks and primary vertices and plays
a crucial role in b-quark jet identification. The ID is surrounded by liquid-argon (LAr) electromagnetic
(EM) sampling calorimeters with high granularity. An iron/scintillator tile calorimeter provides hadronic
energy measurements in the central pseudorapidity range (|η| < 1.7). The end-cap and forward regions
are instrumented with LAr calorimeters for both electromagnetic and hadronic energy measurements up
to |η| = 4.9. The information from the calorimeters and the inner tracking detector is used for electron
identification and jet reconstruction. The calorimeter system is surrounded by a muon spectrometer (MS)
incorporating a system of air-core superconducting toroid magnet assemblies. Since the signal channel
of this analysis contains leptons (electrons, muons), heavy and light flavour jets3 and missing transverse
momentum (EmissT ) all ATLAS detector components are used.

2In the right-handed ATLAS coordinate system, the pseudorapidity η is a coordinate describing the angle of a particle
relative to the LHC beamline and it is defined as η = −ln [tan (Θ/2)], where the polar angle Θ is also measured with respect
to the beamline. The azimuthal angle φ is measured with respect to the x-axis, which points towards the center of the LHC
ring. The z-axis is parallel to the anti-clockwise beam viewed from above. Transverse momentum and energy are defined as
pT = p sin Θ and ET = E sin Θ, respectively. The ∆R is the distance defined as ∆R =

√

∆η2 + ∆φ2.
3A jet is defined as a cone of hadrons and other particles produced by the hadronisation of a quark (with the exception of

the top quark that decays before it hadronises) or a gluon. A heavy jet refers to a jet originating from either a c or a b-quark,
other jets being labelled as light jets. The jet flavour labeling is defined by the existence of a heavy quark within an angular
distance ∆R = 0.3 from the jet axis.

3
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Figure 8 shows the constraints in the top quark polarisation versus the difference FNR − F
N
L plane

using the same ANFB measurement. The allowed regions at 68% and 95% CL are shown.
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measurement. The allowed regions at 68% and 95% CL are shown. The SM prediction at LO (I(gR) = 0
and P = 0.9) is also presented for comparison.

9 Conclusions

A measurement of a CP-violating forward-backward asymmetry ANFB in top quark decays has been pre-
sented. The data analysed are from pp collisions at

√
s = 7 TeV recorded by the ATLAS detector at the

LHC and corresponding to an integrated luminosity of 4.66 fb−1. The measurement has been performed
in single top quark t-channel events with two jets (one being b-tagged), significant EmissT and one lepton
(electron or muon) in the final state, where top quarks are predicted to be highly polarised.

The forward-backward asymmetry measured is:

ANFB = 0.031 ± 0.065 (stat.)
+0.029
−0.031 (syst.) .

This measurement is consistent with CP invariance in top quark decays (ANFB = 0). Assuming a
value of 0.9 for the top quark polarization, this measurement is used to set a first experimental limit of
[−0.20, 0.30] on I(gR) at 95% CL. This limit is also consistent with SM predictions at leading order and
including one loop electroweak corrections [16].
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8 Results

Table 3 shows the ANFB measurement before and after background subtraction and the final unfolded result
which is extracted from the distribution shown in Figure 6.

Table 3: ANFB measurement for the combined electron and muon channel. Both the statistical and system-
atic uncertainties are shown for the unfolded result.

ANFB
Data, before background subtraction 0.012 ± 0.028 (stat.)
Data, after background subtraction 0.018 ± 0.055 (stat.)
Data unfolded 0.031 ± 0.065 (stat.) +0.029−0.031 (syst.)

Using the relation between ANFB and I(gR) in Equation 5 (assuming VL = 1, VR = gL = 0 and gR
small and purely imaginary), it is possible to constrain the imaginary part of the anomalous coupling gR.
Figure 7 shows the allowed regions given by the ANFB measurement in the top quark polarisation versus
I(gR) plane. Two bands are shown corresponding to the 68% and 95% confidence level (CL). Assuming
a value of P = 0.9 for the top quark polarisation8, the first experimental limits on I(gR) are determined
to be [−0.20, 0.30] at 95% confidence level.
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Figure 7: Constraints in the top quark polarisation versus I(gR) plane from the ANFB measurement. The
allowed regions at 68% and 95% CL are shown. The SM prediction at LO (I(gR) = 0 and P = 0.9) is
also shown.

Additionally one can consider the relation between the asymmetry ANFB and the right and left-handed
helicity fractions in the normal direction which is:

ANFB =
3
4
P(FNR − F

N
L ) . (7)

8This value of the top quark polarisation is close to, but conservatively smaller than, the one predicted for the single top
t-channel production [14, 15]. Any uncertainty is explicitly neglected when computing the experimental limits on I(gR).
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rest frame (helicity basis). In a similar way to θ∗, the angles θN or θT are defined between the lepton in
the W boson rest frame and the new directions "N or "T , respectively. In order to measure these angular
distributions, the top quark and W boson need to be fully reconstructed since boosts to their rest frames
are performed.

It is shown in Ref. [6] that the forward-backward asymmetry in the normal direction, ANFB, is very
sensitive to the imaginary part of the anomalous coupling gR. For small values of gR and taking VL = 1
and VR = gL = 0, the relation is:

ANFB = 0.64 P I(gR) . (5)

The goal of this analysis is to measure the forward-backward asymmetry ANFB and to probe the anoma-
lous coupling gR. Currently there is no experimental limit on the imaginary part of gR. In the SM
I(gR) vanishes at leading order (LO) and including one loop electroweak corrections the prediction is
gR = (−7.17 − 1.23i) × 10−3 [16]. Note that this imaginary part is 17% of the real one and therefore one
could expect that non-SM contributions have sizable CP-violating components.

The note is organised as follows: Section 2 briefly describes the ATLAS detector. Section 3 gives an
overview of the data and simulated samples. Section 4 describes the object definition, the event selection
and the event yields. In Section 5 the major backgrounds and their estimation from data or simulation
are presented. Section 6 describes the measurement of the forward-backward asymmetry in the normal
direction. Section 7 summarises the systematic uncertainties. Section 8 shows the final results and
Section 9 presents the conclusions.

2 The ATLAS detector

The ATLAS detector is built from a set of cylindrical subdetectors, which cover almost the full solid
angle2 around the interaction point. It consists of an inner tracking detector (ID), electromagnetic and
hadronic calorimeters and a muon spectrometer. The ID comprises a silicon pixel detector, a silicon
microstrip detector and a transition radiation tracker. It is surrounded by a superconducting solenoid
providing a 2 T magnetic field. The ID is used for reconstruction of tracks and primary vertices and plays
a crucial role in b-quark jet identification. The ID is surrounded by liquid-argon (LAr) electromagnetic
(EM) sampling calorimeters with high granularity. An iron/scintillator tile calorimeter provides hadronic
energy measurements in the central pseudorapidity range (|η| < 1.7). The end-cap and forward regions
are instrumented with LAr calorimeters for both electromagnetic and hadronic energy measurements up
to |η| = 4.9. The information from the calorimeters and the inner tracking detector is used for electron
identification and jet reconstruction. The calorimeter system is surrounded by a muon spectrometer (MS)
incorporating a system of air-core superconducting toroid magnet assemblies. Since the signal channel
of this analysis contains leptons (electrons, muons), heavy and light flavour jets3 and missing transverse
momentum (EmissT ) all ATLAS detector components are used.

2In the right-handed ATLAS coordinate system, the pseudorapidity η is a coordinate describing the angle of a particle
relative to the LHC beamline and it is defined as η = −ln [tan (Θ/2)], where the polar angle Θ is also measured with respect
to the beamline. The azimuthal angle φ is measured with respect to the x-axis, which points towards the center of the LHC
ring. The z-axis is parallel to the anti-clockwise beam viewed from above. Transverse momentum and energy are defined as
pT = p sin Θ and ET = E sin Θ, respectively. The ∆R is the distance defined as ∆R =

√

∆η2 + ∆φ2.
3A jet is defined as a cone of hadrons and other particles produced by the hadronisation of a quark (with the exception of

the top quark that decays before it hadronises) or a gluon. A heavy jet refers to a jet originating from either a c or a b-quark,
other jets being labelled as light jets. The jet flavour labeling is defined by the existence of a heavy quark within an angular
distance ∆R = 0.3 from the jet axis.

3

events Nunfoldedj is obtained from:

Nunfoldedj =
M−1ji (N

data
i − Nbkgi )
Aj

, (6)

where Ndatai is the number of events in the data sample and Nbkgi is the number of events from all back-
grounds.

In order to validate the unfolding procedure, two checks have been performed using simulated sam-
ples: a closure test and a linearity test. The closure test compares the value of the asymmetry at generator
level (ANFB = 0) with the value using fully reconstructed simulated t-channel events after the unfolding
procedure. The result of this test is consistent with zero within the statistical uncertainty. A second
important test of the unfolding is to check that ANFB deviating from the SM predictions are measured
correctly. These linearity checks are performed using a re-weighting technique with different (non-zero)
input values of ANFB. A linear response was obtained.

7 Systematic uncertainties

To compute the different systematic uncertainties for the ANFB measurement the angular distribution cos θ
N

is varied for each source of uncertainty. The impact of each uncertainty on the asymmetry is evaluated
using 15k pseudo-experiments. In each pseudo-experiment, the measurement is repeated on a simulated
data sample using the same statistics as in the original dataset. The difference of the estimated asymmetry
with and without variation is quoted as a systematic uncertainty. For each systematic uncertainty, the
appropriately recomputed W+jets overall normalisation and flavour fractions are used.

The following systematic effects have an impact on the ANFB measurement and have been considered
in this analysis.

• Lepton trigger, reconstruction and identification efficiency: Scale factors are applied to MC
lepton trigger and identification efficiencies in order to reproduce the trigger, reconstruction and
selection efficiencies obtained in data. Z → "" decays were used to obtain these scale factors
as functions of the lepton kinematics. The uncertainties on the derived factors are evaluated by
varying the lepton and signal selections and from the uncertainty in the evaluation of backgrounds.
Systematic uncertainties at the level of a few % are found. Their impact on the ANFB asymmetry
measurement is evaluated by re-computing the expectation with the shifted (up and down) scale
factors.

• Lepton momentum/energy scale/resolution: In order to take into account differences between
data and MC in the momentum/energy scale and resolutions, electrons and muons are modified in
the MC to reflect data. Z → "" processes are used to derive correction factors and the associated
uncertainties. A systematic uncertainty is assigned by shifting up and down the momentum/energy
scaling or smearing by 1σ and re-applying the event selection, after re-calculating the EmissT taking
into account the changes to the reconstructed leptons.

• Jet energy scale (JES): The JES was derived using data from the full 2011 dataset and MC
simulation [37]. Its uncertainty depends on the pT and η of the reconstructed jet. The energy of
each jet is scaled up or down by 1σ and this change is also propagated to the EmissT calculation. An
additional uncertainty is applied to b-flavoured jets.

• Jet energy resolution (JER): The JER measured with the di-jet balance and the bi-sector tech-
niques in data and MC agrees within uncertainties. For this reason, no systematic smearing is

12

tunes constrained by data [51]. The uncertainty is assigned as half of the difference between the
up/down variations.

• MC generator and parton shower: For the single top quark t-channel process, the uncertainty on
the MC generator is estimated by comparing AcerMC+Pythia and Protos+Pythia. The Protos
reconstructed sample is unfolded using the AcerMCmigration matrix and efficiency. The resulting
uncertainty is symmetrised. For the tt sample, Powheg+Pythia and Alpgen+Herwig are compared
and the difference is taken as a combined MC generator and parton shower systematic uncertainty.

• Parton distribution functions (PDF): The PDF uncertainty on the asymmetry measurement is
evaluated following the recommendations of the PDF4LHC [52]. The PDF sets taken into account
are CT10 [22], MSTW2008NLO [53] and NNPDF [54].

• Unfolding method: This uncertainty is estimated from the comparison of the unfolded MC signal
ANFB value and the generated A

N
FB value in the MC sample, in this case the SM value (ANFB=0) and

the difference is taken as a systematic uncertainty due to the unfolding method.

• Luminosity: The relative luminosity uncertainty for 2011 data is 1.8%, based on dedicated van
der Meer scans [17].

Table 2 shows the breakdown of the systematic uncertainties and their contribution to the ANFB mea-
surement for the combined electron and muon channel. The largest sources of systematic uncertainties
originate from the t-channel generator and the tt generator and parton shower modelling uncertainties.
Other important contributions are the background modelling, the jet energy resolution and the jet en-
ergy scale. The ANFB measurement is sensitive to modelling and normalisation uncertainties, due to the
background subtraction which needs to be performed. All other contributions are small.

Table 2: The effect of each systematic uncertainty on the ANFB measurement.

Source ∆ANFB
t-channel generator +0.024 / −0.024
tt generator and parton shower +0.010 / −0.010
Background normalisation +0.008 / −0.008
Jet energy resolution +0.007 / −0.007
Jet energy scale +0.005 / −0.009
Lepton id, reco., trigger and scale +0.004 / −0.006
PDFs +0.003 / −0.003
Unfolding +0.003 / −0.003
EmissT +0.002 / −0.004
b-tagging +0.002 / −0.002
W+jets shape +0.001 / −0.001
ISR/FSR +0.001 / −0.001
Jet reconstruction efficiency +0.001 / −0.001
Luminosity +0.001 / −0.001
Jet vertex fraction <0.001 / <0.001
Total systematic +0.029 / −0.031
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(c) Low purity b-tagged jets

FIG. 2: Vertex mass distribution for b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with no cut on
b-tagged jet multiplicity, are compared to Monte Carlo predictions. The b-tagged jets are defined separately for three b-tagging
selections: high, medium, and low purity. High purity b-tags contain the highest purity of b-jets. The majority of medium
b-tags are also from b-jets, but there is a higher fraction of c-jets and light-flavor jets. Low purity b-tags contain the highest
fraction of light-flavor jets. By definition, jets with no reconstructed secondary decay vertex are assigned to the ‘−1 GeV’ bin.

background processes, as detailed below.
Background processes containing real b-jets and lep-

tons, such as single-top, Z boson (Z+jets), and dibo-
son (WW , WZ, and ZZ) production, are estimated us-
ing Monte Carlo simulation. Data-to-simulation cor-
rections (scale factors) of the order of unity are applied
to Monte Carlo simulation samples when calculating
acceptances to account for observed differences in pre-
dicted and observed trigger, lepton reconstruction and
jet-tagging efficiencies as well as jet and lepton en-
ergy scales and resolutions. Contributions from dibo-
son production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
"fid(tt̄+ j), as well as for the line ‘tt̄ + LF’ in Table I.
However, in the measurement of "fid(tt̄ + HF), the final
tt̄ + LF background is determined by a fit to the vertex
mass distribution of b-tagged jets in data, as explained
in Section VI.
A second major source of background is from events

in which at least one of the leptons is either non-prompt

(arising from e.g. a photon conversion or b-quark de-
cay) or is actually a misidentified hadron. Among oth-
ers,W + jets, multi-jet, and tt̄ events with one hadron-
ically decaying W boson can contribute in this way.
This contribution is determined by scaling the yield of
events in the data with a pair of same-sign leptons by
the ratio of opposite-sign to same-sign yields (ROS/SS)
obtained in Monte Carlo simulation. The opposite-sign
to same-sign ratio is measured separately for the three
dilepton channels, and found to be 1.32 ± 0.10 (stat.)
+1.82
−1.32 (syst.) for e+e− events, 1.15 ± 0.07 (stat.) ±
0.68 (syst.) for µ+µ− events, and 1.16 ± 0.03 (stat.)
± 0.54 (syst.) for events with one electron and one
muon. The systematic uncertainty takes into account
the unknown relative mixture of fake-lepton mecha-
nisms (photon conversions, c- and b-hadron decays, or
misidentified hadrons) in the ROS/SS calculation.

When evaluating systematic uncertainties in this
background, only the variation leading to a larger back-
ground prediction is used. This method is validated in
a control sample of dilepton events with less restrictive
lepton identification and no isolation criteria.
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FIG. 2: Vertex mass distribution for b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with no cut on
b-tagged jet multiplicity, are compared to Monte Carlo predictions. The b-tagged jets are defined separately for three b-tagging
selections: high, medium, and low purity. High purity b-tags contain the highest purity of b-jets. The majority of medium
b-tags are also from b-jets, but there is a higher fraction of c-jets and light-flavor jets. Low purity b-tags contain the highest
fraction of light-flavor jets. By definition, jets with no reconstructed secondary decay vertex are assigned to the ‘−1 GeV’ bin.

background processes, as detailed below.
Background processes containing real b-jets and lep-

tons, such as single-top, Z boson (Z+jets), and dibo-
son (WW , WZ, and ZZ) production, are estimated us-
ing Monte Carlo simulation. Data-to-simulation cor-
rections (scale factors) of the order of unity are applied
to Monte Carlo simulation samples when calculating
acceptances to account for observed differences in pre-
dicted and observed trigger, lepton reconstruction and
jet-tagging efficiencies as well as jet and lepton en-
ergy scales and resolutions. Contributions from dibo-
son production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
"fid(tt̄+ j), as well as for the line ‘tt̄ + LF’ in Table I.
However, in the measurement of "fid(tt̄ + HF), the final
tt̄ + LF background is determined by a fit to the vertex
mass distribution of b-tagged jets in data, as explained
in Section VI.
A second major source of background is from events

in which at least one of the leptons is either non-prompt

(arising from e.g. a photon conversion or b-quark de-
cay) or is actually a misidentified hadron. Among oth-
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ically decaying W boson can contribute in this way.
This contribution is determined by scaling the yield of
events in the data with a pair of same-sign leptons by
the ratio of opposite-sign to same-sign yields (ROS/SS)
obtained in Monte Carlo simulation. The opposite-sign
to same-sign ratio is measured separately for the three
dilepton channels, and found to be 1.32 ± 0.10 (stat.)
+1.82
−1.32 (syst.) for e+e− events, 1.15 ± 0.07 (stat.) ±
0.68 (syst.) for µ+µ− events, and 1.16 ± 0.03 (stat.)
± 0.54 (syst.) for events with one electron and one
muon. The systematic uncertainty takes into account
the unknown relative mixture of fake-lepton mecha-
nisms (photon conversions, c- and b-hadron decays, or
misidentified hadrons) in the ROS/SS calculation.

When evaluating systematic uncertainties in this
background, only the variation leading to a larger back-
ground prediction is used. This method is validated in
a control sample of dilepton events with less restrictive
lepton identification and no isolation criteria.
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FIG. 2: Vertex mass distribution for b-tagged jets in data events satisfying the nominal dilepton tt̄ event selection, with no cut on
b-tagged jet multiplicity, are compared to Monte Carlo predictions. The b-tagged jets are defined separately for three b-tagging
selections: high, medium, and low purity. High purity b-tags contain the highest purity of b-jets. The majority of medium
b-tags are also from b-jets, but there is a higher fraction of c-jets and light-flavor jets. Low purity b-tags contain the highest
fraction of light-flavor jets. By definition, jets with no reconstructed secondary decay vertex are assigned to the ‘−1 GeV’ bin.

background processes, as detailed below.
Background processes containing real b-jets and lep-

tons, such as single-top, Z boson (Z+jets), and dibo-
son (WW , WZ, and ZZ) production, are estimated us-
ing Monte Carlo simulation. Data-to-simulation cor-
rections (scale factors) of the order of unity are applied
to Monte Carlo simulation samples when calculating
acceptances to account for observed differences in pre-
dicted and observed trigger, lepton reconstruction and
jet-tagging efficiencies as well as jet and lepton en-
ergy scales and resolutions. Contributions from dibo-
son production are found to be negligible.
A major source of background comes from tt̄ events

in which one or more of the b-tagged jets is from a
mistagged LF jet. This background is estimated us-
ing Monte Carlo simulation for the measurement of
"fid(tt̄+ j), as well as for the line ‘tt̄ + LF’ in Table I.
However, in the measurement of "fid(tt̄ + HF), the final
tt̄ + LF background is determined by a fit to the vertex
mass distribution of b-tagged jets in data, as explained
in Section VI.
A second major source of background is from events

in which at least one of the leptons is either non-prompt

(arising from e.g. a photon conversion or b-quark de-
cay) or is actually a misidentified hadron. Among oth-
ers,W + jets, multi-jet, and tt̄ events with one hadron-
ically decaying W boson can contribute in this way.
This contribution is determined by scaling the yield of
events in the data with a pair of same-sign leptons by
the ratio of opposite-sign to same-sign yields (ROS/SS)
obtained in Monte Carlo simulation. The opposite-sign
to same-sign ratio is measured separately for the three
dilepton channels, and found to be 1.32 ± 0.10 (stat.)
+1.82
−1.32 (syst.) for e+e− events, 1.15 ± 0.07 (stat.) ±
0.68 (syst.) for µ+µ− events, and 1.16 ± 0.03 (stat.)
± 0.54 (syst.) for events with one electron and one
muon. The systematic uncertainty takes into account
the unknown relative mixture of fake-lepton mecha-
nisms (photon conversions, c- and b-hadron decays, or
misidentified hadrons) in the ROS/SS calculation.

When evaluating systematic uncertainties in this
background, only the variation leading to a larger back-
ground prediction is used. This method is validated in
a control sample of dilepton events with less restrictive
lepton identification and no isolation criteria.
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TABLE III: Summary of systematic uncertainties on the
measurement of the ratio of fiducial cross sections. Uncer-
tainties are quoted separately for the full calculation, and for
the portion of the calculation affecting only the acceptance
factors. In the first case, systematic uncertainties are propa-
gated through the fit result and acceptance calculation. In the
latter, only variations in the acceptance calculation are con-
sidered.

Source % (full calculation) % (A x !HF)
Lepton reconstruction 0.2 0.2

Jet reconstruction and calibration 11.2 5.4
EmissT reconstruction 0.9 0.6
Fake lepton estimate 3.4 0.0

Tagging efficiency for b-jets 3.1 2.4
Tagging efficiency for c-jets 21.2 5.9
Tagging efficiency for light jets 8.4 0.2
Fragmentation modeling 1.2 7.3
Generator variation 4.2 3.4

Initial- and final state radition 2.5 2.2
PDF uncertainties 2.8 1.0

Additional fit uncertainties 6.6 –
Fiducial flavor composition +69.0

−0.0
+69.0
−0.0

Total systematic +74.2
−27.4

+69.9
−11.9

from LF jets). Monte Carlo pseudo-experiments show
that the fitting method is unbiased in both best-fit val-
ues and estimated uncertainties.

VII. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties may affect the shape of the
vertex mass templates as well as the acceptance fac-
tors. For the systematic uncertainties on the template
shapes, the fit to the data is re-evaluated using new tem-
plates, derived by varying the relevant parameters by
their systematic uncertainties, and a new fit to the data
is performed. Major uncertainties that affect the fit are
the jet energy scale and resolution, the jet b-tagging
efficiency, the parton-shower and hadronization mod-
els, and the Monte Carlo event generators, though all
sources of uncertainty are considered. Table III sum-
marizes the total systematic uncertainty on RHF as well
as the systematic uncertainty on the acceptance calcu-
lation. The uncertainty on the fit result alone is domi-
nated by the difference between these two.
The template for b-jets from the top quark decays

is nominally taken from the data with exactly two b-
tags. To account for kinematic biases due to additional
heavy-flavor jets in the event, a systematic uncertainty
on the shape of this template is assessed using Monte
Carlo inclusive tt̄ events with three or more b-tagged
jets. The vertex mass of additional b- and c-jets is sen-

sitive to the number of HF quarks contained in a jet
(for instance, for bb̄ or cc̄ produced via gluon splitting).
The dominant uncertainty from this effect would mani-
fest itself as a difference in the shape of the template
for additional b-jets. To assess this uncertainty, the
template for additional b-jets is replaced by the tem-
plate for b-jets from top-quark decays. By default, the
normalization for the template for b-jets from the top
quark decays is fixed to two per event. A systematic un-
certainty on this normalization is assessed by using the
predicted normalization from Monte Carlo simulation,
which includes events with less than two b-jets from
the top quark decays, due to b-tagging inefficiency. All
these uncertainties are considered together in Table III
as ‘additional fit uncertainties.’
Systematic uncertainties also affect the b-tagging

and overall event reconstruction efficiency. Dominant
sources of uncertainty for this category are: the b-
tagging efficiency, the jet energy scale and resolution,
the Monte Carlo event generator, and the flavor com-
position in the fiducial volume, as shown in Table III.
Uncertainties on the lepton identification efficiency,
EmissT reconstruction, jet selection and energy resolu-
tion, ISR/FSR, the choice of the CTEQ6L1 PDF set,
and the non-prompt/misidentified lepton estimate are
negligible. Systematic uncertainties are evaluated on
the full data sample, and are in agreement with expec-
tations from Monte Carlo pseudo-experiments.
The uncertainty on fiducial flavor composition is es-

timated by using the fit result for the fraction of addi-
tional b-jets, as discussed in the next section.

VIII. RESULTS

In the 106 events in the signal sample (with ≥ 3 b-
tagged jets), there are 325 b-tagged jets. After subtract-
ing the non-tt̄ background component, and the contri-
bution from the tagged jets from the t→Wb decay, the
number of additional b-tags is found to be 105 ± 18
(stat). As described above, a fit to the vertex mass dis-
tribution for all b-tags is performed to determine the
flavor composition of these additional b-tagged jets.
The result of the template fit to all 325 b-tagged jets
is shown in Fig. 3. The weighted sums of all fit tem-
plates are shown, with contributions for extra HF and
LF faking b-tagged jets shown separately. The fraction
of b-tags from LF jets and additional b-jets is shown
in Table IV; see below for an explanation of how these
are derived. Using the fitted fraction of light-flavor jets
of (8± 4)%, 79± 14 (stat) of the 105 additional b-tags
are attributed to HF jets. Using the fitted fraction of
additional b-jets of (−2 ± 7)%, 85 ± 23 (stat) of the
HF jets are interpreted as charm. Using Eq. (2), and
the quoted acceptance factor for tt̄ + HF production,
"fid(tt̄ + HF) is found to be 0.18± 0.03 (stat.) pb, with
ALPGEN and HERWIG predicting a value of 0.10 pb.
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TABLE I: Observed and expected number of events in the
signal region (i.e. with 3 or more b-tagged jets). Uncertain-
ties on individual components are statistical only. For the
total expectation, systematic uncertainties are included. The
dominant uncertainties on the total yield come from the jet
energy scale, b-tagging efficiency, parton showering model,
and initial/final-state radiation.

Process Number of events
tt̄ 106.7 ± 3.4

Single top 2.2 ± 0.5
Z + jets 0.2 ± 0.1

Fake leptons 0 +5
−0

Total expectation 109 +6
−3 ± 35

Data 106

VI. TEMPLATE FIT

Using all b-tagged jets in the sample with ≥ 3 b-
tagged jets, the fraction of heavy-flavor jets produced
in association with tt̄ is extracted by performing a
binnedmaximum-likelihood fit on the displaced-vertex
mass distribution, which is constructed from the inner
detector tracks associated with the secondary vertex. A
description of the algorithm used to construct this ver-
tex may be found in Ref. [41]. While the presence of
a displaced vertex is an indication that a jet contains a
b-quark, a jet may be b-tagged even if no vertex is re-
constructed. In this case, the vertex mass is undefined.
These jets are assigned a mass value of ‘−1 GeV’
and they are included in the fit to the displaced-vertex
mass distribution. Keeping the events without a recon-
structed vertex improves the discrimination between c-
and light-flavor jets.
The distribution of vertex masses depends on jet pT;

therefore the probability density functions are defined
in two dimensions (jet pT and vertex mass). While the
most powerful discriminant for determining jet flavor
is the vertex mass, the information added by the jet
pT fit is found to increase the overall sensitivity. The
two-dimensional probability density function is termed
a ‘template’ for the rest of this paper.
The fit is performed simultaneously in three mutu-

ally exclusive bins of b-jet purity, defined by different
ranges of the b-tagging neural network output value.
Certain values of the neural network output, termed
‘operating points’, are defined by the average b-jet se-
lection efficiency corresponding to the applied selec-
tion. In this analysis, operating points of 60%, 70%
and 75% efficiency are used to define the boundaries
of the b-jet purity bins. The first bin uses only the
tightest calibrated operating point (60%), and contains
the highest-purity sample of b-jets (referred to as ‘high
purity’). The second bin (referred to as ‘medium pu-
rity’) requires a b-tag selection between the tightest and

TABLE II: Summary of the b-tagging efficiencies for b-, c-
and light-flavor jets for the three b-tagging selections used in
the vertex mass template fit. The tight selection contains jets
with a neural network output value above the 60% operating
point. The medium selection contains jets between the 70%
and 60% operating points. The loose selection contains jets
between the 75% and 70% operating points.

b-purity b-jet efficiency c-jet efficiency light-flavor rejection
Tight 60% 17% 230
Medium 10% 7% 100
Low 5% 6% 75

second tightest (70%) operating points, and contains a
higher fraction of LF and c-jets. The final bin (‘low
purity’) requires a b-tag selection between the second
and third operating point (75%), and contains the high-
est fraction of LF jets. The b-tagging efficiencies for
b-, c-, and light-flavor jets for each selection are given
in Table II. All three classes of b-tag purity are used
in the analysis so that a jet is considered ’b-tagged’
if it satisfies any of these criteria. By using the three
classes of purity the discrimination between LF and c-
jets is greatly improved compared to using only the ver-
tex mass distribution. The vertex mass distributions for
b-tagged jets in events passing the nominal tt̄ selection
criteria are shown in Fig. 2.
In the fit to determine the number of tt̄ + HF events,

templates for b-, c-, and LF jets for the three purity
classes (tight, medium, and loose) are combined using
the b-tagging efficiencies for each flavor of jet passing
the relevant selection criteria.
The template fit has five components: b-jets from

top-quark decays, non-tt̄ background, and extra b-
tagged jets from b-quarks, c-quarks, and light fla-
vors/gluons. The template for b-jets from top quark
decays is obtained from the data in tt̄ dilepton events
with exactly two b-tags, using a 3% background cor-
rection based on Monte Carlo simulation. In the fit, the
normalization for this component is fixed assuming it
contributes two of the three b-tags per observed event.
Background events from non-dilepton tt̄ processes are
included using Monte Carlo simulation, and enter the
fit with a fixed normalization. Monte Carlo simulation
is used to obtain templates for additional b-jets, c-jets,
and LF jets. After the application of all constraints, the
fit has two floating parameters: the fraction of LF jets
and the fraction of additional b-jets. The fraction of
additional c-jets makes up the remainder. The statis-
tical uncertainty on the fraction of additional b-jets is
too large for a statistically significant measurement of
b-jets vs. c-jets. However, the LF fraction is measured
with sufficient precision to give a statistically signifi-
cant measurement of the total HF quark content (de-
fined as the fraction of additional b-tags not coming
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t’→Ht II LC2013

• No observation, 95% C.L. exclusions for the weak isospins:

‣ doublet: an observed (expected) mt′ > 790 (745) GeV 

✦ most stringent limit to date

‣ singlet: the observed (expected) mt′ >640 (615) GeV

65

300 400 500 600 700 800 900
-3

10

-210

-110

1

10

210

 [GeV]t’m

) 
[p

b
]

t’
 t
’

→
(p

p
 

σ

ATLAS

Preliminary

SU(2) doublet
-1

Ldt = 14.3 fb∫
 = 8 TeVs

)σ1±Theory (approx. NNLO prediction 

95% CL expected limit

σ1±95% CL expected limit 

σ2±95% CL expected limit 

95% CL observed limit

300 400 500 600 700 800 900
-3

10

-210

-110

1

10

210

 [GeV]t’m

) 
[p

b
]

t’
 t
’

→
(p

p
 

σ

ATLAS

Preliminary

SU(2) singlet
-1

Ldt = 14.3 fb∫
 = 8 TeVs

)σ1±Theory (approx. NNLO prediction 

95% CL expected limit

σ1±95% CL expected limit 

σ2±95% CL expected limit 

95% CL observed limit

(a) (b)

Figure 5: Observed (solid line) and expected (dashed line) 95% CL upper limits on the t� t̄� cross section

times branching fraction for a weak-isospin (a) doublet and (b) singlet t� quark as a function of the t�

quark mass. The surrounding shaded bands correspond to the ±1 and ±2 standard deviations around the

expected limit. The thin red line and band show the theoretical prediction and its ±1 standard deviation

uncertainty.
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Table 1: Observed and predicted event yields in the dilepton channel
with normalisation uncertainties. The signal yields are calculated with
κbL = gL = 1 and κ

b
R = gR = 0.

Process Event yield
b∗ (400 GeV) 1250 ± 170
b∗ (600 GeV) 211 ± 32
b∗ (800 GeV) 41 ± 8
b∗ (1000 GeV) 8.9 ± 1.9
b∗ (1200 GeV) 2.1 ± 0.5
Wt 293 ± 21
tt̄ 1380 ± 140
Diboson 255 ± 63
Z → e+e− 41 ± 4
Z → µ+µ− 118 ± 12
Z → τ+τ− 14 ± 9
Fake dileptons 90 ± 90
Total expected bkg. 2190 ± 180
Total observed 2259
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Figure 3: HT distribution for data and background expectation for the
dilepton channel. The hatched band shows the uncertainty due to the
background normalisation. The signal for a b∗-quark mass of 800 GeV
is also shown.

the t-channel [2]. Events are required to have either ex-
actly one muon and EmissT > 25 GeV or exactly one elec-
tron and EmissT > 30 GeV, as well as exactly three jets
with pT > 25 GeV. Exactly one of the jets is required
to be b-tagged to reduce backgrounds. The lepton must
also match the corresponding trigger object. Additional
requirements are made to reject multijet events, which
tend to have low EmissT and a low transverse mass2 of the
lepton–EmissT system, mW

T . In the muon channel events
are required to have mW

T + E
miss
T > 60 GeV, while in

the electron channel a requirement of mW
T > 30 GeV

is made. The acceptance for signal events with mb∗ =

800 GeV in which one of the W bosons decays leptoni-
cally (e or µ) and the other hadronically is 9%.
In this channel, one of the largest backgrounds is

W+jets production for which the normalisation and
flavour composition (the heavy-flavour fraction, HF,
includes b quarks and c quarks) are derived from
data [62]. The overall normalisation is determined from
the charge asymmetry between W+ and W− production
in three-jet events without the b-tag requirement. The
flavour composition is determined in two-jet events by
comparing the predictedW+jets yields to data with and
without a b-tag requirement. The resulting normali-
sation and flavour scale factors are then applied to b-
tagged W+3-jets events. About 37% of the total back-
ground comes fromW+jets events, including 28% from
events with heavy flavour.
Backgrounds from tt̄ yield 41% of the total back-

ground and single top-quark production in the t-, s- and
Wt-channel 9%. The multijet background is obtained
using a data-based approach by comparing the num-
bers of events passing loose and tight lepton identifi-
cation criteria [63]. It accounts for 9% of the total back-
ground. Smaller backgrounds from Z+jets and diboson
processes are normalised to their theoretical predictions
and contribute 4%.
The predicted event yields are compared to data in

Table 2. The distributions of the pT of the highest-pT jet
and EmissT are shown in Fig. 4.
In the lepton+jets channel it is possible to reconstruct

the candidate b∗-quark mass from the decay products.
The only missing information is the neutrino longitudi-
nal momentum, which is set to zero. The resulting re-
constructed mass provides good discrimination between
background and signal, as shown in Fig. 5.

2The transverse mass, mWT , is calculated from the lepton
transverse momentum plepT and the difference of the azimuthal
angle, ∆φ, between the EmissT and plepT vector as mWT =
√

2EmissT plepT (1 − cos(∆φ(E
miss
T , plepT )))
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Figure 4: Kinematic distributions comparing data to predictions in the
lepton+jets channel for (a) the pjet1T of the highest-pT jet and (b) EmissT .
“Other top” includes tt̄, s- and t-channel single top-quark production.
The hatched band shows the uncertainty due to the background nor-
malisation. The last bin includes overflows.
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and t-channel single top-quark production. The hatched band shows
the uncertainty due to the background normalisation. The signal for a
mass of 800 GeV is also shown. The last bin includes overflows.

Table 2: Observed and expected event yields in the lepton+jets chan-
nel with normalisation uncertainties. The signal yields are calculated
with κbL = gL = 1 and κ

b
R = gR = 0.

Process Event yield
b∗ (400 GeV) 12100 ± 1600
b∗ (600 GeV) 1950 ± 300
b∗ (800 GeV) 370 ± 70
b∗ (1000 GeV) 79 ± 17
b∗ (1200 GeV) 20 ± 5
Wt 1660 ± 120
single top s, t-channel 1960 ± 140
tt̄ 15700 ± 1600
W+light jets 3200 ± 400
W+jets HF 10900 ± 1400
Diboson 327 ± 16
Z+jets 1300 ± 800
Multijet 3500 ± 1700
Total expected bkg. 38500 ± 2900
Total observed 38175

7. Systematic uncertainties

Systematic uncertainties affecting the signal accep-
tance and the background normalisation are consid-
ered, together with uncertainties affecting the shape of
the discriminant distributions. The main experimental
source of systematic uncertainty comes from the lim-
ited knowledge of the jet energy scale [58], which car-
ries an uncertainty of 2–7% parameterised as a function
of jet pT and η. The presence of a b quark in the jet
adds an additional uncertainty of 2–5% to the jet en-
ergy scale uncertainty, depending on the jet pT. Other
jet-related uncertainty sources are the jet energy reso-
lution, jet reconstruction efficiency and b-tagging ef-
ficiency [59]. Lepton-related uncertainties come from
trigger and identification efficiencies as well as the lep-
ton energy scale and resolution. Event-related uncer-
tainties are due to the modelling of multiple proton-
proton interactions and the underlying event as well as
EmissT [60]. The uncertainty on the integrated luminosity
is 3.9% [31, 32].
Simulation uncertainties include modelling of the

hard process, parton shower and hadronisation, and
initial- and final-state radiation. These have been as-
sessed for the tt̄ background events by comparing dif-
ferent generators (Powheg and MC@NLO), different
shower models (Pythia and Herwig), and for tt̄ and sig-
nal events different settings for the amount of additional
radiation [64]. Other sources of theoretical uncertainty
include the normalisation for tt̄ (+7%−10%) [47, 65–67], sin-
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gle top-quark (±7%) [48–50] and diboson (±5% with
an additional 24% per extra jet) production [61], as well
as the choice of PDF. The latter was assessed using the
CT10 [27], MRST [28] and NNPDF [29] sets.
Additional uncertainties affect the data-driven back-

ground estimation. The uncertainty on the DY back-
ground normalisation in the dilepton channel is 10%
for ee and µµ final states and 60% for ττ final states.
The uncertainty on the fake-dileptons normalisation in
the dilepton channel is 100%. The uncertainty on the
W+jets normalisation in the lepton+jets channel is 13%.
TheW+jets flavour composition has two additional un-
certainties: the HF contribution has a relative uncer-
tainty of 6%, and the Wbb/WHF ratio has an uncertainty
of 17%. The multijet background normalisation in the
lepton+jets channel has an uncertainty of 50%.

8. Statistical analysis

Both the HT distribution in the dilepton channel and
the reconstructed mass distribution in the lepton+jets
channel show good agreement between the data and the
backgroundmodel. These two discriminants are used to
set limits on the b∗-quark signal using a Bayesian anal-
ysis technique [68]. The likelihood function is defined
as

L(data|σb∗ ) =
∏

k

µnkk e
−µk

nk!

∏

i

Gi , (3)

where k is the index of the discriminant template bin,
running over both analysis channels; µk = sk + bk is the
sum of predicted signal and background yields; nk is the
observed yield andGi is a Gaussian prior for the ith sys-
tematic uncertainty. A flat prior is assumed for the sig-
nal cross-section. Upper limits on the b∗-quark produc-
tion cross-section times branching ratio to Wt are set at
the 95% credibility level (CL) for a series of b∗ masses
at 100 GeV intervals.
The observed and expected cross-section limits as a

function of the b∗-quark mass for the left-handed cou-
pling scenario (κbL = gL = 1 and κbR = gR = 0) are
shown in Fig. 6, where the expected limit and its un-
certainty are derived from ensembles of background-
only pseudo-datasets. The intersection of the theoret-
ical cross-section and the observed (expected) cross-
section limit defines the observed (expected) b∗-quark
mass limit. The observed lower limit on the b∗-quark
mass for this left-handed coupling scenario is 870 GeV
with an expectation of 910 GeV. When considering only
the dilepton channel, the observed (expected) limit on
the b∗-quark mass is 800 GeV (820 GeV); for the lep-
ton+jets channel, the limits are 800 GeV (830 GeV).
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Figure 6: Expected and observed limits at the 95% CL as a function of
the b∗-quark mass. Also shown is the theory prediction for b∗-quark
production with couplings κbL = gL = 1 and κ

b
R = gR = 0, including

PDF and scale uncertainties.

Limits are also computed for models with right-
handed and vector-like couplings of the b∗ quark. Set-
ting κbL = gL = 0 and κbR = gR = 1, the observed
lower mass limit is 920 GeV with an expected limit of
950 GeV. Setting κbL = κ

b
R = gL = gR = 1, the observed

lower mass limit is 1030 GeV with an expected limit of
1030 GeV.
At each mass point, the corresponding cross section

is parameterised as a function of the couplings κbL,R and
gL,R in order to extract coupling limits in each of the
three b∗-quark coupling scenarios. The resulting limit
contours are shown in Fig. 7. The coupling limits in-
crease as the theoretical cross-section decreases with
b∗ mass, except for the region between 400 GeV and
500 GeV where the backgrounds decrease rapidly with
increasing mass (see Figs. 3 and 5).

9. Summary

A search for a singly produced excited b∗-quark in
4.7 fb−1 of data collected with the ATLAS detector in
pp collisions at

√
s = 7 TeV has been presented. This is

the first search for excited-quarks coupling to the third
generation. It considers the dilepton and lepton+jets fi-
nal states. Limits are computed as a function of the b∗gb
and b∗Wt couplings in three different scenarios. For
purely left-handed couplings and unit strength chromo-
magnetic coupling, b∗ quarks with mass below 870 GeV
are excluded at the 95% credibility level.

7
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Figure 2: Comparison of the shape of the HT distribution in simulation for (a) different t
�
t̄� decay modes, assuming

mt� = 600 GeV, and (b) between tt̄+jets background (with tt̄+light jets and tt̄+heavy-flavour jets shown stacked)
and t

�
t̄� signal (mt� = 600 GeV) in the t

� doublet scenario. The selection used corresponds to the combined e+jets
and µ+jets channels with ≥ 6 jets and ≥ 4 b tags. The last bin in all figures contains the overflow.

The HT distributions in the 2, 3 and ≥ 4 b-tag channels corresponding to the nominal Alpgen predic-
tion are shown in Fig. 3. Although reasonable agreement is found within the large assigned systematic
uncertainties, in the ≥ 4 b-tag channel the prediction appears systematically below the data. In order
to improve the tt̄+jets background prediction, a simultaneous fit to the three HT distributions in data
is performed where two scaling factors, one for tt̄+light jets and another for tt̄+heavy-flavour jets, are
determined. The measured scaling factors are 0.87 ± 0.02 (stat.) and 1.35 ± 0.11 (stat.) for tt̄+light jets
and tt̄+heavy-flavour jets, respectively.

An additional control region is defined by selecting events with at most two jets with pT > 60 GeV
and HT < 1.2 TeV, a requirement that effectively suppresses signal, allowing the scrutiny of the HT dis-
tribution into the signal region. This control region is only studied in the 2 b-tags and 3 b-tags channels,
as the large signal content and low statistics of the ≥ 4 b-tags channel preclude a useful cross-check. Data
are found to be in reasonable agreement with the prediction within the assigned systematic uncertainties.

7.2 Signal Region

After validation of the background modelling within the assigned systematics uncertainties, the signal
is searched for by analyzing the HT spectra in the 2, 3 and ≥ 4 b-tag channels after final selection
(“signal region”). The fit to the two scaling factors for tt̄+light jets and tt̄+heavy-flavour jets is redone,
this time considering the full HT spectrum. The measured scaling factors are 0.88 ± 0.02 (stat.) and
1.21 ± 0.08 (stat.) for tt̄+light jets and tt̄+heavy-flavour jets, respectively.

Figure 4 displays the HT distribution in each of the search channels considered, showing the large
signal-to-background ratio and good discrimination expected in the sample with ≥ 4 b-tagged jets. This
figure displays exactly the same data as in Fig. 3, except that the blinding cut of HT < 700 GeV has
been removed in the 3 and ≥ 4 b-tag channels. The data is found to be consistent with the background
prediction and no indications of a signal-like excess is observed. Table 1 summarizes the corresponding
event yields in each of the analyzed channels.

8

≥ 6 jets, 2 b-tags ≥ 6 jets, 3 b-tags ≥ 6 jets, ≥ 4 b-tags

tt̄+heavy-flavour jets 1500 ± 900 900 ± 400 170 ± 70
tt̄+light-flavour jets 9600 ± 1000 1900 ± 350 75 ± 22
W+jets 250 ± 130 50 ± 30 5 ± 3
Z+jets 50 ± 40 9 ± 6 0.5 ± 0.9
Single top 300 ± 70 75 ± 18 7 ± 3
Diboson 1.7 ± 0.6 0.3 ± 0.1 0.03 ± 0.03
tt̄V 70 ± 20 36 ± 12 7 ± 3
tt̄H 28 ± 4 31 ± 6 12 ± 3
Multijet 49 ± 23 1.7 ± 0.8 0.15 ± 0.06

Total background 11860 ± 260 2990 ± 210 270 ± 60

Data 11885 2922 318

Doublet

t
�
t̄�(400) 550 ± 70 1100 ± 100 790 ± 160

t
�
t̄�(600) 4.3 ± 1.2 94 ± 7 79 ± 18

t
�
t̄�(800) 0.12 ± 0.05 10.7 ± 0.8 9.1 ± 2.1

Singlet

t
�
t̄�(400) 290 ± 30 650 ± 80 330 ± 70

t
�
t̄�(600) 2.3 ± 0.4 61 ± 7 36 ± 9

t
�
t̄�(800) 0.06 ± 0.01 6.9 ± 0.7 4.2 ± 1.1

Table 1: Predicted and observed yields in the combined e+jets and µ+jets channels with ≥ 6 jets as
a function of b-tag multiplicity. The tt̄ background prediction is after fitting to data using the full HT
spectrum (see text for details). Also shown is the expected t

�
t̄� signal in both the doublet and singlet

scenarios for mt� = 400, 600 and 800 GeV. The uncertainties shown are post-fit and include the effect
of statistical and systematic uncertainties. The uncertainty on the total background is smaller than the
sum in quadrature of the uncertainties on the individual background sources due to the anti-correlation
between the tt̄+light jets and tt̄+heavy-flavour jets components resulting from the fit.

shape and normalisation. The total prior systematic uncertainty in the background normalisation in the
≥ 4 b-tags channel is ∼42%, with the dominant uncertainties being from b tagging efficiency (16%), c

tagging efficiency (11%), jet energy scale (11%), tt̄ modelling (11%), tt̄+heavy-flavour fractions (32%)
and tt̄ cross section (10%). As a result of the two-parameter fit, the total background uncertainty is
reduced by about 80% in this channel. The total systematic uncertainty in the signal normalisation in the
≥ 4 b-tags channel is ∼21%, completely dominated by the uncertainty in the b tagging efficiency. The
following sections describe each of the systematic uncertainties considered in the analysis.

8.1 Luminosity

The luminosity estimate has an uncertainty of 3.6% [61]. This systematic uncertainty is applied to all
processes except the multijet background.

8.2 Physics Objects

In this section uncertainties in the reconstruction of leptons, jets, and b-, c-, and light flavour-tagging are
considered.

10
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Figure 7: Observed and expected 95% CL limits on the ratio g�/g, as a function of the mass of the W�

boson, for (a) left-handed and (b) right-handed W� bosons.
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Figure 7: Observed and expected 95% CL limits on the ratio g�/g, as a function of the mass of the W�

boson, for (a) left-handed and (b) right-handed W� bosons.
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Figure 4 shows the distributions of two of the most discriminating variables used in the BDT, for
events in the signal region. Figure 5 shows the BDT output distribution in the signal region. The sig-
nal contribution, corresponding to a W

�
R

boson of invariant mass of 1.5 TeV, is shown on top of the
background distributions.

No excess of data is observed beyond the reported uncertainties over the full BDT output range.
Therefore, the BDT distributions in the 2-jet and 3-jet channels, where electron and muon samples have
been merged, are combined in a statistical analysis to calculate exclusion limits on the production cross-
section of the signal as a function of its mass.

Hypothesis testing is performed with the CLs procedure [59, 60] using a log-likelihood ratio (LLR)
as the test statistic:

LLR = −2ln
L(data|H1)
L(data|H0)

, (2)

where H1 denotes the test hypothesis, which admits the presence of a W
�-boson signal in addition to

the SM backgrounds, and H0 is the null hypothesis, considering only SM backgrounds. For a given hy-
pothesis, the combined likelihood is the product of the likelihoods for the individual channels considered
(2-jet and 3-jet signal samples), each of which is a product of Poisson probabilities over the bins of the
BDT output histogram.

Pseudo-experiments are generated for both hypotheses, taking into account per-bin statistical fluctu-
ations of the total predictions according to Poisson statistics, as well as Gaussian fluctuations describing
the effect of systematic uncertainties. Correlations across bins, channels, and processes are taken into
account. In order to reduce the impact of systematic uncertainties on the sensitivity of the search, one
nuisance parameter corresponding to a scaling factor on the overall tt̄ yield is fitted to data during the sta-
tistical analysis. The fraction of pseudo-experiments for the signal-plus-background (background-only)
hypothesis with LLR larger than a given threshold defines CLs+b (CLb). Such threshold is set to the
observed (background median) LLR for the observed (expected) limit. Signal cross-sections for which
CLs = CLs+b/CLb < 0.05 are considered excluded at the 95% confidence level.

Figure 6 shows the observed and expected 95% CL limit on the W
�-boson cross-section times branch-

ing ratio, as a function of the mass of the W
� boson, for left-handed and right-handed W

�-boson couplings.
Statistical and systematic uncertainties are included. The values of the observed limits are also reported in
Table 2 for several W

�-boson mass hypotheses. The point where the measured cross-section limit crosses
the theoretical cross-section curve defines the 95% CL lower limit on the W

�-boson mass. Masses be-
low 1.74 (1.84) TeV are excluded for left-handed (right-handed) W

� bosons, while the expected limit is
1.56 (1.72) TeV. The dominant sources of uncertainties affecting these limits are the uncertainty on the
b-tagging efficiency and the uncertainty related to the choice of the tt̄ generator.

Table 2: Summary table of the W
�-boson cross-section times branching ratio theoretical values [6] and

observed 95% CL limits (in pb) for left-handed and right-handed W
� bosons.

W
�
L

W
�
R

W
� mass (TeV) Theory Obs. limit Theory Obs. limit

0.5 17 4.0 23 2.2
1.0 1.0 0.24 1.4 0.17
1.5 0.13 0.075 0.17 0.051
2.0 0.022 0.064 0.028 0.056
2.5 0.0044 0.11 0.0054 0.10
3.0 0.0011 0.20 0.0013 0.19

Limits on the ratio of couplings g�/g as a function of the W
�-boson mass can be derived from the

limits on the W
�-boson cross-section. These limits are valid for theoretical models with a Lagrangian

12

(a) (b)

(c) (d)

Figure 3: Expected BDT output distributions for the background and several W�-boson processes: (a) W�L
and (b) W�R in the 2-jet signal region, and (c) W�L and (d) W�R in the 3-jet signal region. All distributions
are normalised to unit area.
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3 Signal phenomenology
The W � boson is searched for in its decay to a top quark and a bottom quark. In the Standard Model top

quarks decay (almost 100% of the time) to a W boson and a b quark, where the W boson decays either

hadronically, into a quark anti-quark pair, or leptonically, into a charged lepton and a neutrino. The

search is performed in the leptonic decay channel of the W boson, as shown in Figure 1. The final state

signature consists of two b quarks, one lepton (electron or muon, including from leptonic tau decays)

and missing transverse momentum, resulting from an undetected neutrino.

Figure 1: Sketch of the W �-boson production and decay chain.Leading order (LO) and next-to-leading order (NLO) cross-section estimates for the pp → W � →

tb̄ process are calculated using a model-independent, lowest-order effective Lagrangian describing the

couplings of a W � boson to fermions for various W �-boson masses and handednesses [5]:

L =
V �i j

2
√

2
f̄iγµ
�
g�Ri, j

(1 + γ5
) + g�Li, j

(1 − γ5
)

�
W �µ f j + h.c.

(1)
where g�R(L)i, j

are the right-handed (left-handed) W �-boson gauge couplings to fermions fi and f j, V �i j is

either the CKM or a diagonal matrix, for quarks or leptons respectively, and (1 ± γ5
) is the operator for

left (−) or right (+) handed projections, with γ5
the chirality operator.

The right- and left-handed W �-boson (denoted W �R and W �L, respectively) cross-sections times branch-

ing ratios to the tb̄ final state used in this analysis are obtained from NLO calculations [6] for proton-

proton collisions at
√

s = 8 TeV. The mass of the right-handed neutrino is assumed to be higher than the

mass of the W � boson, thus allowing only hadronic decays of the W �R boson. In the case of a W �L boson

leptonic decays are allowed, but the interference with the Standard Model s-channel single top-quark

production (that yields the same tb̄ signature) is not taken into account in the W �L-boson cross-section

calculation. The interference term contribution to the total tb̄ rate is expected to be less than 20% [6, 13].

A W �-boson mass range of 0.5 to 3 TeV, in steps of 0.25 TeV, is considered. The model assumes that

the W �-boson coupling strength to quarks is the same as for the W boson: g�R = g and g�L = 0 (g�R = 0

and g�L = g) for right-handed (left-handed) W � bosons, where g is the Standard Model SU(2)L coupling.

The theoretical uncertainty on the cross-sections ranges from about 5% for small W �-boson masses to

20% for large masses. These uncertainties are dominated by the CTEQ6.6 [14] NLO parton distribution

functions (PDFs) used for the cross-section calculations. Other constributions stem from the limited

knowledge of higher-order effects, evaluated by varying the renormalisation and factorisation scales, and

from uncertainties on the coupling αs and on the top-quark mass.
The dominant background to the W � → tb̄→ lνbb̄ signal comes from top-quark pair (tt̄) production.

Another important background is W bosons produced in association with jets (W+jets). If two of the

jets contain bottom hadrons, these events have the same signature as signal events. Due to the possible

misidentification of light-quark or c-quark jets as b-quark jets, W+light jets and W+c/cc̄ processes also

2
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 massL
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)µµ mass (limit at 398 GeV for L
±±H409 GeV , 7 TeV [1210.5070]-1=4.7 fbL
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) = 2 TeV)
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(850 GeV , 7 TeV [1209.2535]-1=4.9-5.0 fbL

 = m(l*))+l* mass (2.2 TeV , 8 TeV [ATLAS-CONF-2012-146]-1=13.0 fbL

q* mass3.84 TeV , 8 TeV [ATLAS-CONF-2012-148]-1=13.0 fbL
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Z' mass1.4 TeV , 7 TeV [1210.6604]-1=4.7 fbL

Z' mass2.49 TeV , 8 TeV [ATLAS-CONF-2012-129]-1=5.9-6.1 fbL

+1.7 TeV , 7 TeV [1202.5520]-1=1.0 fbL

 (constructive int.)+13.9 TeV , 7 TeV [1211.1150]-1=4.9-5.0 fbL

+7.8 TeV , 7 TeV [ATLAS-CONF-2012-038]-1=4.8 fbL

=6)- (DM4.11 TeV , 7 TeV [1210.1718]-1=4.7 fbL

=6)- (DM1.5 TeV , 7 TeV [1204.4646]-1=1.0 fbL

=6)- (DM1.25 TeV , 7 TeV [1111.0080]-1=1.3 fbL

 mass
KK

g1.9 TeV , 7 TeV [ATLAS-CONF-2012-136]-1=4.7 fbL

 = 0.1)PlM/kGraviton mass (1.23 TeV , 7 TeV [1208.2880]-1=4.7 fbL

 = 0.1)PlM/kGraviton mass (845 GeV , 7 TeV [1203.0718]-1=1.0 fbL

 = 0.1)PlM/kGraviton mass (2.23 TeV , 7 TeV [1210.8389]-1=4.7-5.0 fbL

-1 ~ RKKM4.71 TeV , 7 TeV [1209.2535]-1=4.9-5.0 fbL

-1Compact. scale R1.41 TeV , 7 TeV [ATLAS-CONF-2012-072]-1=4.8 fbL

=3, NLO)- (HLZ SM4.18 TeV , 7 TeV [1211.1150]-1=4.7 fbL

=2)- (DM1.93 TeV , 7 TeV [1209.4625]-1=4.6 fbL

=2)- (DM4.37 TeV , 7 TeV [1210.4491]-1=4.7 fbL

Only a selection of the available mass limits on new states or phenomena shown*

-1 = (1.0 - 13.0) fbLdt.
 = 7, 8 TeVs

ATLAS
Preliminary

ATLAS Exotics Searches* - 95% CL Lower Limits (Status: HCP 2012)
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