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Outline

!
• Analysis  
!

• Next prototype  
!

• Test beams 
!

• Optimisation
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Scintillator HCAL

Validation of Simulation 

• Validation with first generation prototype  
• Published
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Figure 13. Energy resolution of the AHCAL for positrons (dots). The resolution agrees with that of a
previous prototype (full triangles) with the same sampling structure. The errors are the quadratic sum of
statistics and systematic uncertainties. The open triangles are the obtained from the analysis of the digitized
simulated events. Fit curves to the data and MC are shown in the region 10–50GeV. The dashed line is the
extrapolation of the fit to AHCAL data in the low energy region covered by the MiniCal data.

5.4 Shower profiles

The longitudinal profile of a shower induced by a particle with incident energy E in GeV traversing
a matter depth t can be described as [23]

f (t) =
dE
dt

= atω · e−bt , (5.3)

where the parameter a is an overall normalization, and the parameters ω and b are energy and
material-dependent. The first term represents the fast shower rise, in which particle multiplication is
ongoing, and the second term parametrizes the exponential shower decay. Given this parametriza-
tion with t in units of radiation lengths, the particle multiplication and the energy deposition reach
their maximum after

tmax =

[

ln
E
εc

−0.5
]

(5.4)

radiation lengths from the beginning of the cascade of a particle with energy E . The critical energy,
εc is a property of the calorimeter material and does not depend of the energy of the particle. The
position tmax is called the shower maximum.

The mean longitudinal profile of a 10GeV positron shower is shown in the left plot of fig-
ure 14. Due to the high longitudinal segmentation of the AHCAL, the shower rise, maximum and
decay are clearly visible. Data and simulation are in qualitatively good agreement. To quantify this
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Figure 13. Energy resolution for pions with local (a) and global (b) software compensation comparing data
and simulations. For both data and simulations compensation parameters derived from data are used. The
curves show fits using equation (2.2). The fit results for the local software compensation are (44.3±0.3)%,
(42.3±0.2)% and (40.4±0.3)% for the stochastic term, with constant terms of (1.8±0.2)%, (2.5±0.1)%
and (3.4±0.1)% for data, QGSP BERT and FTF BIC, respectively. For the global software compensation,
the results are (45.8±0.3)%, (43.6±0.2)% and (43.4±0.3)% for the stochastic term, with constant terms
of (1.6±0.2)%, (0.0±0.2)% and (1.1±0.2)% for data, QGSP BERT and FTF BIC, respectively.

Table 3. Fit results using the function given in equation (2.2) for simulations with and without software
compensation, compared to the corresponding values for data.

a [%] b [%] c [GeV]

uncorrected data 57.6±0.4 1.6±0.3 0.18

uncorrected QGSP BERT 51.8±0.3 4.0±0.1 0.18

uncorrected FTF BIC 49.4±0.3 6.1±0.1 0.18

local compensation data 44.3±0.3 1.8±0.2 0.18

local compensation QGSP BERT 42.3±0.2 2.5±0.1 0.18

local compensation FTF BIC 40.4±0.3 3.4±0.1 0.18

global compensation data 45.8±0.3 1.6±0.2 0.18

global compensation QGSP BERT 43.6±0.2 0.0±0.2 0.18

global compensation FTF BIC 43.4±0.3 1.1±0.2 0.18

The relative improvement in resolution compared to the uncorrected energy resolution is
shown in figure 14 for data and simulations. For the local software compensation, the improve-
ment with respect to energy observed in data is well reproduced by the QGSP BERT physics list.
For FTF BIC, a considerably bigger improvement is seen for the simulations at high energy than is
seen in data. This higher improvement at high energies results in the better agreement of the energy
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Figure 7. Distribution of track multiplicity for 25 GeV pion showers. The upper panel shows the normalised
distribution for test beam data, while the lower panel shows the normalised residuals (simulation/data�1)
between test beam data and the different physics lists. The grey area indicates the statistical error of the
residual between test beam data and QGS BIC.
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Figure 8. Mean track multiplicity as a function of energy. The upper panel shows data while the lower one
shows the normalised residuals (simulation/data�1) between test beam data and the different physics lists.
The grey area indicates the statistical error of the residual of test beam data and QGS BIC. Systematic errors
are below the level of statistical errors, as discussed in section 4.4, and are not shown.
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Figure 9. Mean longitudinal shower profiles from shower starting point for 8 GeV (left column), 18GeV
(center column) and 80GeV (right column) pions. First row: for data (circles) and for the FTFP BERT physics
list (histogram). Second to fourth rows: ratio between Monte Carlo and data for several physics lists. All
profiles are normalized to unity. The grey area indicates the systematic uncertainty on data. ⟨Erec⟩/ΔλI is the
average deposited energy in a ΔλI thick transverse section of the calorimeter. z is the longitudinal coordinate,
expressed in units of λI.
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Fig. 6.11: ECAL plus AHCAL combined resolution for pions. The upper curve represents the resolu-
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the total measured shower energy.
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Figure 4. RMS (left) and RMS90 (right) deviations of the recovered energy of neutral 10 GeV hadrons
from its measured energy vs. the distance from charged 10 GeV (circles and continuous lines) and 30 GeV
(triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for both
LHEP (red) and QGSP_BERT (green) physics lists.
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Figure 5. Probability of neutral 10 GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10 GeV (circles and continuous lines) and
30 GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP_BERT (green) physics lists.

This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).
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Fig. 6.12: Probability of separating hadron showers: The figure shows the degradation of neutral particle
resolution, expressed in terms of the probability to reconstruct the energy within 3 s of its calorimetric
resolution, as a function of transverse separation from a second shower induced by a charged hadron.

6.3.3.2 AHCAL Test Beam Results using Tungsten Absorbers
To test the energy resolution and timing performance of a tungsten-scintillator combination calorimeter,
and to validate the corresponding simulation model, a 30-layer (3.9 lI) AHCAL module was constructed
and exposed to beam at CERN in 2010. The scintillator tile and readout layers are the same as used by
CALICE for a number of earlier tests with steel absorber plates. Figure 6.13 shows the experimental
setup and an example of a pion candidate shower in the calorimeter stack.

High statistics event samples were recorded for electron, muon, pion, and proton beams with
energies from 1 to 10 GeV. Gain calibration was obtained from low intensity LED-pulser runs and the
results agree well with previous calibration from runs at Fermilab. MIP calibration was carried out using
a muon beam. Examples of calorimeter responses to muons and pions are shown in Figure 6.14.

Preliminary results indicate that the electromagnetic resolution is slightly worse than for steel,

124

PFlow  validation
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Analysis

!
!

• 3 papers in 2013 
– track segments , pions vs Geant 4, tungsten < 10 GeV 

• 3 more in the pipeline 
– tungsten 10-100 GeV, tungsten timing, protons 
!

• More: spatial resolution, semi-digital study, W > 100 GeV 
• FNAL all scintillator analysis re-started 
!

• Analysis nearing reaching completion 
• Time to worry about fresh data…

!4
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HCAL Main  Felix Sefkow     DESY, December 12, 2012

Hardware: Outlook Dec 2012

• Proceed at the integration frontier 
!

• while remaining open for different sensor options 
!

• Electronics is versatile 
!

• and ready to make a start

!5
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Detectors for the ILC Felix Sefkow     Fukuoka, 6.11.2013 

MC

Scintillator HCAL

2nd generation prototype

• Full slab: signal integrity 
!
!
!
!
!

• Full layer: hadrons  
!

• First stack: electrons

!6

18/30

 

Single HBUs to Full Slab

2160mmPhoto: J. Kvasnicka, I. Polak

Single HBUs extensively operated and in lab 
and DESY testbeam

Full length ILD slab, 2*2 layer assembled and 
operated

Power pulsing tests on full slab ongoing

Timing behaviour characterised on 2*2 layer

7/14

 

Hadron Testbeam Setup

2x2 PCBs (72x72cm2) in hadron 
testbeam next week

Last layer behind W-DHCAL (3.8λ
i
)

Mechanical setup finished

Measure radial hadron shower time 
development (similar to T3B)

Channelwise hit timing (SPIROC2b 
TDC)

Larger scale system test

576 channels

Readout of two slabs

Commissioning

19/30

 

Multilayer Test Beam

Operation of 5 synchronous layers

Fully self-triggered

Airstack for MIP calibration

ILD absorber for first calorimetric data

All mechanics already in ILD format!

More to come soon!

synchronous! ✔
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2013: first stack

• breakthrough in summer: 
synchronous 5 layer operation 

• intermediate DAQ: USB, 
HDMI 

• using new CCC 
– clock & control card 

• Next: integrate LDA and 
gradually evolve to full HDMI 
!

• also worked with ECAL and 
HCAL layers together 

• ECAL group expressed 
interest to join next HCAL 
test beam 

!7

Mathias Reinecke  |  IEEE NSS Seoul  |  Oct. 31st, 2013  |  Page 13 

Outlook: Scintillator ECAL and SM_HBU   

2 Scintillator ECAL modules with 
HCAL DAQ interface modules. 

 

2 ScECAL and 2 HCAL layers in 
DESY testbeam, operated 
synchronously by the HCAL DAQ. 

 

18cm 

> Architecture is used in strong collaboration of DESY with Uni. Shinshu (Japan) 
and Northern Illinois Uni. (USA) for a Scintillator ECAL and a HCAL option with 
optimized light collection efficiency, respectively. 
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Detectors for the ILC Felix Sefkow     Fukuoka, 6.11.2013 

MC

Scintillator HCAL

Flexible test beam roadmap

• 2013-14:  
– e.m. stack, 10-15 layers, 

~200 ch 
!

• 2015-16:  
– hadron stack with shower 

start finder, 20-30 HBUs, ~ 
4000 ch 
!

• 2017-18: 
– hadron prototype, 20-40 

layers, 10-20,000 ch 
!

• Gradual SiPM and tile 
technology down-select 

• Exercise mass production 
and QC procedures 

!8

Fe and W
Mathias Reinecke  |  IEEE NSS Seoul  |  Oct. 31st, 2013  |  Page 12 

Multilayer Setup 

> Fully synchronous operation of 5 detector layers      
(1 HBU2 each). 

> New DAQ ensures that all layers are active at the 
same time always. 

 

 

 

 

 

 

 
 

> ~2 weeks of testbeam at 2-6GeV electron testbeam 
@DESY in summer 2013. 
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Obstacles

• Bottle-necks in DAQ development 
– both manpower and component delivery - temporary 

• Test beam operation: some bad surprises 
– dying ASICs, non-reproducible config - both solved 
– open issues in ASIC and QC 

• Delays in SiPM delivery 
– Ketek, Hamamatsu, ITEP 
– different reasons, same consequences: 
– not well prepared test beam modules, or none at all 
– no “standard commissioning procedure” yet 
!

• DESY shutdown in 2014 
– next 3.5 weeks (b/a Xmas) last chance for quite 

some time 
– further running in 2014 unclear, maybe 2 months 
– difficult to prepare for CERN

!9
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Keep the momentum

• 5 HBUs running 
• 8 HBUs in production at Hamburg 
• Tiles for 2 HBUs left ITEP 
• Sensors for 8 more ordered (HH, HD) 
• More? To be discussed.. 
• >2 EBUs 
!

• Test beam at 2014 
• CERN re-opens PS in July and SPS in October

!10

18 HBUs
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CALICE planning Felix Sefkow     SiD Meeting, Argonne, June 3-5, 2010

ILC	  Timeline	  	   
Proposed	  by	  LCC

• 2013	  -‐	  2016	  
– Negotiations	  among	  governments	  
– Accelerator	  detailed	  design,	  R&Ds	  for	  cost-‐effective	  production,	  site	  

study,	  CFS	  designs	  etc.	  
– Prepare	  for	  the	  international	  lab.	  

• 2016	  –	  2018	  
– ‘Green-‐sign’	  for	  the	  ILC	  construction	  to	  be	  given	  (in	  early	  2016	  )	  	  
– International	  agreement	  reached	  to	  go	  ahead	  with	  the	  ILC	  
– Formation	  of	  the	  ILC	  lab.	  
– Preparation	  for	  biddings	  etc.	  	  

• 2018	  	  	  
– Construction	  start	  (9	  yrs)	  

• 2027	  	  
– Construction	  (500	  GeV)	  complete,	  (and	  commissioning	  start)	  
	  	  	  	  (250	  GeV	  is	  slightly	  shorter)
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Mid-term

• Realistically assign an asymmetric error to this time line 
– +3 -0 y  
– TDR 16 - 18, construction start 18-21 

• Technology down-select in 2-5 years 
• Not imminent, but - with given low level of funding and low 

rate of progress - not so far, either. 
• A window to re-optimise - and justify - cost 

– tackle cost drivers 
– physics justification: HCAL / PFLOW sensitive channels 

• and time! 
– AHCAL deals with 1000x larger number of basic units than 

competitors 
• Re-optimise tile design, assembly and QC chain together

!12
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AHCAL optimisation Felix Sefkow     Tokzo, 14. November 2013 

Cost optimisation

• Chose a parameterisation basis for cost and performance study 
– R inner radius 

• ε aspect ratio 
• z barrel length εR 

– T total thickness 
– N number of layers 

• g active gap thickness (const) 
• d absorber layer thickness (T-Ng)/(N+1) 

– s tile size 

• Cost = CV * V + CC = 45M 
– Constant CC = 10M 
– Rest scales with Volume ~ 2R2T+RT2 

• Absorber 10M ~ V * d/(d+g) 
• Instrum. Area 16M ~ V/(d+g) = N * V/(T-d) 
• Channels 10M ~ V / s2(d+g) 
• adjusted to DBD numbers after Cracow

!13

Cost impact factor  
    [% / %] 
Radius   1.4 
Thickness  0.5 
No layers  0.5 
Tile size  0.4 
!
for small variations only!

confusion

leakage
resolution

confusion

physics 
motivated 
parameters
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J. S. Marshall ECAL Simulation Studies

Current Status

!2

• Have now completed investigation of jet energy 
resolution as function of ECAL parameters."

• Complete study by providing basic parameterisation 
of jet energy resolution. Then prepare a publication."

!

• Break resolution down into component parts (energy 
resolution, confusion, …) and parameterise separately."

• Aim to keep parameterisation simple; don’t try to 
reproduce fine details, but provides overall “scalings”."

• Should describe variation of each jet energy 
resolution term as a function of following:"
• Energy"
• ECAL Cell Size"
• ECAL Inner Radius"
• ECAL #Layers"
• Cell Thickness (Sc only)"

• Won’t attempt to describe multiple transverse 
granularity ECALs unless there is demand to do this.

SiW/ScW; 
Transverse Granularity

SiW/ScW; 
ECAL Radius
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MC

AHCAL optimisation Felix Sefkow     Cracow, 25. September 2013 

Industrialisation: Numbers!

• The AHCAL 
!

• 60 sub-modules 
!

• 3000 layers 
!

• 10,000 slabs 
!

• 60,000 HBUs 
!

• 200’000 ASICs 
!

• 8,000,000 tiles and SiPMs

!15

• One year 
!

• 46 weeks 
!

• 230 days 
!

• 2000 hours 
!
!

• 100,000 minutes 
!
!

• 7,000,000 seconds

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 16/16

Conclusions and Outlook

preparations for a full engineering prototype:

> multi-layer DAQ: first version running, next steps:
 integration of LDA
 switch to HDMI readout

> work on quality assurance & infrastructure

> more hardware, especially tiles+SiPMs, 
in production

next testbeams at DESY:
> 1 week in October 2013
> 11 days in December 2013
> 2 weeks in January 2014

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 3/16

going from 1 HBU to a detector prototype: 1D 

> single HBUs extensively tested and calibrated in lab
> cross check the calibration and the uniformity of all channels on one 

chip with MIPs in testbeam
> operation of a slab with 6 HBUs
> power pulsing with a full slab: started (more details in talk by S. Chen)

Mathias Reinecke  |  CALICE meeting  |  Sept. 10th, 2013  |  Page 5 

New 8 HBU2 boards 

> All 8 new HBU2s have been tested 
and work fine. 

> Problem: Significant spread of board 
dimensions within the 8 boards. 
Landmarks differ up to 0.4mm 
(0.1mm was specified). 

> Problems during PCB assembly and 
with the steel cassettes (individual 
cassettes needed). 

> From the discussion with PCB manufacturer: For the next order, there will be 
a pre-compensation process step for the inner pcb layers before the pressing 
operation. This will solve the problem as it did for the first 6 HBUs.   

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 14/16

Going mass production: more tiles+SiPMs

> ITEP produced direct-readout tiles (+ Ketek 
SiPMs with 12100 pixels) for 2 HBUs, 
paperwork ongoing

> NIU: 1 HBU with top-view SiPMs being tested
> Uni HH produced direct-readout tiles for 

8 HBUs, Ketek SiPMs with 2300 pixels for 
8 HBUs delivered and being tested now
(more details in talk by K. Briggl)

> expect Hamamatsu MPPCs for 4 HBUs from 
Japan, ITEP agreed to produce direct-readout 
tiles 

> mass assembly: talk by P. Chau
> testing several different options now, but for

practical reasons will need to converge to
1 or 2 for larger prototypes (but this will not be 
an advance decision for ILD calo)

ITEP

Uni HH
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To summarize:

• 2013: first new calorimeter stack since 2006 
!

• Hardware for 2014 CERN test beam comes at hand  
– a lot of work on procedures 
!

• Opened up basic design options - but need to converge in 
not so far future 
!

• Prepare a strong case

!16



Test beam 2014
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AHCAL test beam

• What? 
– how many and which tile SiPM 

combinations 
• How? 

– to prepare and to qualify 
• Where? 

– PS, SPS 
• When? 

– and how often 
• Which? 

– absorber: both W and Fe available

!19

Figure 25: Electronics integration architecture for the technological AHCAL prototype.

Figure 26: The two vertical (left) and the horizontal (right) mechanical structures for the
technical HCAL prototype.

26

The CALICE scintillator-tungsten AHCAL prototype

1 m
3 calorimeter:

Purpose:
learn how to build it
test geant4 simulation models

30 layers in sandwich structure: 1 cm
tungsten as absorber

+ highly granular scintillator planes
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6406 channels, each read out by a
photon sensor (silicon photomultiplier,
SiPM)

Test beams

2010, CERN PS: 1 GeV ≥ pbeam ≤ 10 GeV ⇒ this talk

2011, CERN SPS: 10 GeV ≥ pbeam ≤ 300 GeV ⇒ analysis on the way

Angela Lucaci-Timoce IEEE NSS 2012 3/15
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Proposal

• Go for it! 
!

• 2x 2 weeks, > 4 weeks in-between, late 
!

• 1st: muons and electrons in steel 
– calibration and validation 

• 2nd: pions in steel and tungsten 
– physics 
!

• Exercise commissioning of new HBUs in January 
– integrate as they become ready 
– establish procedure and qualification

!20



AIDA’
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Some facts

• EUDET 2006 - 2010, calo 2 of 7 M 
– from powerpoint to stack and HBU, SPIROC2 

• AIDA 2011-2014, calo 0.8 of 8 M  
– interfaces, TB support for W, temp. stabil., Hardroc3 

• AIDA’ call 12/2013, proposal 9/2014, EoI 12/2013 
– more - or less - LHC participation 
– fewer, larger projects 
– fewer direct partners 
– equal or more trans-national access 

• Need to think about projects that serve us all 
– research for the improvement of infrastructure (see EUDET/AIDA) 

• Examples: 
– common DAQ: re-focus on ILC detector integration 
– infrastructure to instrument the EUDET stack: 

• ASIC dev and tests, HBU assembly

!22
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Next steps

• Today: discuss and collect ideas 
!

• Put together one or two AHCAL EoIs 
!

• Liaise with ECAL, SDHCAL 
!

• Early next year: coordinate at ILC level 
!

• February: proposal preparation meeting at CERN 
!

• March: first draft for AIDA annual meeting in Vienna

!23


